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ABSTRACT. We investigate the theory of thermodynamic formalism from the perspective of computable
analysis, with a special focus on the computability of equilibrium states. Specifically, we develop two
complementary general approaches to verify the computability of equilibrium states for nonuniformly
expanding computable dynamical systems. The first approach applies to dynamical systems whose
topological pressure functions admit effective approximations and whose measure-theoretic entropy
functions are upper semicontinuous. As a concrete application, we establish the computability of
the equilibrium states for Misiurewicz—Thurston rational maps with Holder continuous potentials. The
second approach exploits prescribed Jacobians of equilibrium states through a local analysis and applies
to settings where the measure-theoretic entropy functions may lack upper semicontinuity.
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1. INTRODUCTION

The study of computability in dynamical systems lies at the intersection of mathematics, physics,
and computer science, and has become increasingly vital for understanding complex physical phenom-
ena through computational perspectives. A fundamental insight driving this field is that while chaotic
systems exhibit sensitive dependence on initial conditions, their typical statistical behaviors are of-
ten described by computable objects. This interplay between chaos and computability underscores a
fundamental principle: the more expansive and chaotic a system’s dynamics, the more tractable its
typical behavior becomes.
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This perspective builds on the well-established principle that higher dynamical complexity, par-
ticularly through uniform expansion or hyperbolicity, facilitates the analysis of associated dynamical
invariants. In such uniformly expanding systems, the dynamical mechanisms driving long-term be-
havior become sufficiently regular to facilitate effective computation of key quantities such as entropy,
pressure, and key invariant measures. Thus, the central challenge, and our primary focus, lies in
extending these computational methodologies to systems where uniform expansion fails.

Thermodynamic formalism emerges as the natural framework for studying chaotic dynamics from a
statistical viewpoint. This theory, which draws inspiration from statistical mechanics, was pioneered
by Ruelle, Sinai, Bowen, and others in the 1970s ([Do68 [Si72l, [Bo75, [Wa82]). Since its birth, ther-
modynamic formalism has been extensively applied in various classical contexts and has remained
at the frontier and core of research in dynamical systems. It focuses on equilibrium states, which
are invariant measures that maximize pressure functionals encoding both entropyE] and integrals of
potentials. Crucially, equilibrium states characterize the typical behavior of the dynamics and thus
possess central mathematical and physical significance. In many settings, equilibrium states describe
the weighted distribution of random backward orbits (see e.g. [HT03| [Li18]), iterated preimages, and
periodic orbits.

In complex dynamics, Brolin—Lyubich measures [Bro65l [Ly82] are measures of maximal entropy
for rational maps. A uniform algorithm to compute such measures was developed in [BBRY11]. This
complements the discovery of polynomials with computable coefficients but non-computable Julia sets,
as explored in the pioneering works of Braverman and Yampolsky [BY06, [BY09], which can be traced
back to a question posed by Milnor (see [BY06, Section 1]). For further research on algorithmic aspects
of Julia sets, we refer the reader to recent works of Rojas and Yampolsky [RY21b] and Dudko and
Yampolsky [DY21] and references therein.

The computability of Brolin—Lyubich measures presents an apparent paradox. Intuitively, one
might expect a measure to contain more information than its support. However, computable analysis
reveals the existence of a computable invariant probability measure (the Brolin—Lyubich measure)
whose support is non-computable. Indeed, this paradox can be reconciled by interpreting these results
as reflecting distinct computability properties of the system from geometric and statistical perspec-
tives. From this statistical viewpoint, questions regarding the computability of equilibrium states via
thermodynamic formalism gain critical significance.

In this article, we study thermodynamic formalism from the point of view of computable analy-
sis, with a special focus on the computability of equilibrium states in dynamical systems. Classical
hyperbolic systems admit well-developed techniques and are generally regarded as well-understood.
By contrast, nonuniformly hyperbolic systems resist conventional approaches. The relaxation of uni-
form expansion requirements therefore represents a fundamental challenge in dynamical systems. Our
central contribution lies in demonstrating that statistical computability can coexist with dynamical
complexity, even in nonuniformly hyperbolic regimes.

We develop two complementary approaches that establish fundamental links between the com-
putability of thermodynamic quantities and equilibrium states. Each approach offers distinct advan-
tages and ranges of applicability, designed to cover a broad class of dynamical systems.

The first approach utilizes the set of tangent functionals to the topological pressure function to link
the computability of the topological pressure to that of the equilibrium state. This method is suitable
for dynamical systems where the measure-theoretic entropy map is upper semicontinuous and the
topological pressure function can be effectively approximated. For dynamical systems whose measure-
theoretic entropy functions may lack upper semicontinuity, we implement the second approach, which

1The concepts of entropy in dynamical systems have their roots in the early works on the notions of entropy by
Boltzmann and Gibbs (statistical mechanics, 1875), von Neumann (quantum mechanics, 1932), and Shannon (information
theory, 1948). These notions of entropy are all designed to describe the complexity of their respective systems or objects.
In recent years, there have been exciting developments and diverse applications of entropy and complexity theory, see
e.g. Braverman’s report at the International Congress of Mathematicians in 2022 [Bra23].
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establishes the computability of equilibrium states through local (rather than global) considerations.
The novelties of our second approach include the following two aspects: (i) on the thermodynamic
formalism side, using general transfer operators to study equilibrium states of full measure away from
singular points with prescribed Jacobians, and (ii) on the computable analysis side, the verification of
Jacobians away from singular points, and the construction of a recursively compact set of measures to
exclude atomic measures supported on singular points.

To demonstrate applications of these approaches, we focus on expanding Thurston maps as primary
case studies, whose ergodic theory has been actively studied. A Thurston map is a branched covering
map on a topological 2-sphere that is not a homeomorphism and satisfies the postcritically-finite
condition (i.e., every critical point has a finite forward orbit). Such maps play a central role in
the study of complex dynamics, and the most important examples are given by postcritically-finite
rational maps on the Riemann spherﬂ Inspired by Sullivan’s dictionary and their interest in Cannon’s
Conjecture [Ca94], Bonk and Meyer [BM10, BM17], as well as Haissinsky and Pilgrim [HP09], studied
a subclass of Thurston maps, called expanding Thurston maps, by imposing some additional condition
of weak expansion (see Definition [6.2).

Based on these works, ergodic theory for expanding Thurston maps has been actively investigated in
[BM10, BM17, HPQ9, Lil5, Lil7) [Li18l LZ25, [LSZ25| [LS24al [LS24b]. In particular, the third-named
author [Lil8] developed the thermodynamic formalism and investigated the existence, uniqueness,
and other ergodic properties of equilibrium states for expanding Thurston mapﬂ Notably, expanding
Thurston maps exhibit weak expansion; they are neither expansive nor h-expansive. Furthermore,
those with at least one periodic critical point are not even asymptotically h-expansive [Lil5]. Re-
cent advances by the third-named and fourth-named authors [LS24b] further demonstrated that the
measure-theoretic entropy function is upper semicontinuous if and only if the expanding Thurston
map has no periodic critical points. Leveraging these results, we apply our methods to investigate the
computability of measures of maximal entropy and equilibrium states for expanding Thurston maps,
demonstrating the applicability of our two distinct approaches.

Our approaches to investigating the computability of equilibrium states extend way beyond the
setting of expanding Thurston maps. See the discussions below.

1.1. Main results. As mentioned earlier, two complementary approaches link the computability of
thermodynamic quantities to that of equilibrium states.

The first approach (Theorem applies to systems with upper semicontinuous measure-theoretic
entropy functions. It shows that certain computability properties of the topological pressures guarantee
the computability of the equilibrium states, with a concrete application to Misiurewicz—Thurston
rational maps in Theorem The second approach, established in Theorem applies to systems
without relying on the upper semicontinuity of the entropy, where the computability of equilibrium
states arises from the computability of their prescribed Jacobians. As an application, we establish
the computability of the measures of maximal entropy for computable expanding Thurston maps with
computable critical points in Theorem

We adopt the conventions and terminology for computable analysis from [We00] and refer the reader
to Section [3] for a more detailed introduction. Below, we introduce the uniformly computable systems
that form the setting for our approaches.

We say that the quintuple (X, p, S, { Xy }nen, {Tn}nen) is a uniformly computable system if the
following properties are satisfied:

2There has been active research on algorithmic aspects of Thurston maps. For example, Bonnet, Braverman, and
Yampolsky [BBY12] devised an algorithm to determine whether a Thurston map is Thurston equivalent to a rational
map; Hubbard and Schleicher [HS94], in the setting of quadratic rational maps, provided an algorithm that, given a
convenient description of the Thurston map, outputs the coefficients of the rational map; Selinger, Rafi, and Yampolsky
[SY15] RSY20] investigated the decidability of Thurston equivalence.

3¢f. the monograph [Lil7].
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(i) (X, p, S) is a computable metric space in which X is recursively compact.
(ii) X, € X is open and T},: X — X is a Borel-measurable function for each n € N.

(iii) In (X, p, S), {Xn }nen is a sequence of uniformly lower semi-computable open sets and {7, } nen
is a sequence of uniformly computable functions with respect to { X, }en.

Here the computable structure of metric spaces is given in Definition the lower semi-computable
openness of a set is an effective version of openness given in Definition and the recursive compact-
ness of a set is an effective version of compactness (with an additional algorithmic covering procedure);
see Definition [3.18] Moreover, the computability of functions is given in Definition [3.12

In the first approach, we exploit the set of tangent functionals to the topological pressure function
P(T,-) (see Section {]) at the potential ¢ and demonstrate that the computability of the equilibrium
state follows from certain computability properties of the topological pressure. We note that this set of
tangent functionals is naturally identified with a subset of the set P(X) of Borel probability measures
(see Remark [.4). We denote by (T, ¢) the set of equilibrium state(s) for a map 7' and a potential
¢. We refer the reader to Subsection for a detailed discussion on the computability of measures.

Theorem 1.1. Let (X, p, S, {Xn}nen, {Tn}nen) be a uniformly computable system with X,, = X for
alln € N, and {¢n }nen be a sequence of uniformly computable functions ¢, : X — R. Suppose T,, has
finite topological entropy, and the measure-theoretic entropy map v +— hy,(T},) is upper semicontinuous
on M(X,T,) for each n € N. Assume that the following statements are true:

(i) There exists a sequence {'(/Jn’i}(nVi)eNQ of uniformly computable functions 1, ;: X — R such that

the closure Dy, of Dy, == {tby; : i € N} in C(X) contains a neighborhood of ¢y, for each n € N
and { P(Tyn, ¥ni) }(ni)ene 18 a sequence of uniformly upper semi-computable real numbers.

(ii) {P(Thn, Pn)}nen is a sequence of uniformly lower semi-computable real numbers.
(iii) There exists a unique equilibrium state py, for T,, and ¢, for each n € N.

Then {pn}nen is a sequence of uniformly computable measures.

Here the space M(X,T),) of T,-invariant Borel probability measures is equipped with the weak*
topology, the computability properties of real numbers are recalled in Definitions [3.3 and and the
computable structure on the space P(X) of Borel probability measures is specified in Proposition

Applying Theorem we establish the computability of the equilibrium states for computable
Misiurewicz—Thurston rational maps (i.e., postcritically-finite rational maps without periodic criti-
cal points which are computable) and computable Holder continuous potentials. The existence and
uniqueness of the equilibrium state for an expanding Thurston map follow from Theorem

Theorem 1.2. Let f: C—C be a computable Misturewicz—Thurston rational map, o be the chordal
metric, and o € (0,1]. Assume that {¢n}nen is a sequence of uniformly computable functions on
C, and {Qn}nen is a sequence of uniformly computable real numbers. Suppose ¢, € CO° (C,U),

E(fyon) = {un}, and |pnlae < Qn for each n € N. Then {pn}tnen is a sequence of uniformly
computable measures.

The computable structure (((AZ, o, S (@)) for C is given in Proposition Moreover, |¢|q,, denotes

the Holder constant of ¢ € C% (@, o) (see )

It is worth noting that Theorem can be applied to establish the computability of the equi-
librium states for a wide range of dynamical systems with a unique equilibrium state and an upper
semicontinuous measure-theoretic entropy map, such as rational maps with Holder continuous hyper-
bolic potentials (see e.g. [DU91]). Due to space limitations, we focus on the current examples and
postpone further investigations to future work.

For many dynamical systems, the measure-theoretic entropy map may not be upper semicontinuous,
or verifying this property may be difficult. To overcome this issue, we establish a second approach by
considering the prescribed Jacobians for equilibrium states.
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For a compact metric space (X, p), a Borel-measurable transformation 7: X — X, we say that
A C X is admissible (for T) if A, T(A) € B(X) and T'|4 is injective. Given a Borel subset Y C X
and a Borel function J: X — [0, +00), define

MX,T;Y) = {peP(X): u(T"'(A)NY) < pu(A) for each Borel AC X}, and (1.1)
M(X,T;Y,J) = {,u eP(X): uw(T(A) = /Jd,u for each admissible set A C Y for T}. (1.2)
A

Theorem 1.3. Let (X, p, S, { X} nen, {Tn}tnen) be a uniformly computable system, and Y, be an
open subset of X,, for each n € N. Assume that there exist two recursively enumerable sets K, L with
L CNx K, and a sequence {Yy 1} npyer of uniformly lower semi-computable open sets in (X, p, S)
with the properties that Yy, i, is admissible for T, and Y, = U(n,k)ELn Yk, where Ly, == {(n,k) € L:
k € K} for each n € N.

Assume that {J, }nen is a sequence of uniformly lower semi-computable functions J,,: X — [0, +00)
with respect to {Yntnen satisfying that J,, is nonnegative on Y, and Borel for each n € N. Suppose
there exists a sequence {ICp tnen of uniformly recursively compact sets in (P(X), W,, Qs) such that

M(X, T, Yy, Jn) Ny = {pn}  for each n € N. (1.3)
Then {pin }nen s a sequence of uniformly computable measures.

By Theorem in some settings (cf. Definition [5.2), the set defined in describes the set of
equilibrium states. Moreover, as applications of Theorem [1.3} in Theorems and we construct
two corresponding families of uniformly recursively compact sets {K, }nen satisfying the additional
assumptions for two classes of dynamical systems.

Theorem|L.3]extends the methodologies developed in [BBRY11], Theorem A] and [BHLZ25), Theorem
1.1], introducing new techniques to handle both nonuniform expansion and the possible failure of upper
semicontinuity of entropy. Compared to the previous results, our approach significantly broadens
applicability by relaxing the computability requirement on prescribed Jacobians to only lower semi-
computability.

To demonstrate the applicability of Theorem while minimizing unnecessary technicalities, we
employ it to prove the computability of the measures of maximal entropy for computable expanding
Thurston maps. In fact, one can establish the computability of equilibrium states for these maps with
Hélder continuous potentials using the cone method adapted for computability as in [BHLZ25].

Theorem 1.4. Let o be the chordal metric and f: C — C be an expanding Thurston map that is
computable in the computable metric space ((C, o, S((C)). Assume that all critical points of f are
computable. Then the measure of maximal entropy of f is a computable measure.

We provide examples of such expanding Thurston maps and apply Theorem to them at the end
of Subsection[6.3] Even though the result in Theorem [I.4]is not uniform and considers only computable
expanding Thurston maps on @, Theorem can indeed be leveraged to extend the above result to the
uniform computability of the equilibrium states of computable expanding Thurston maps on a general
topological 2-sphere S2. However, such applications would require a discussion on the computability
of visual metrics (see e.g. [BM17, Chapter 8]), which would take us too far astray from the core topic
of this article.

The conditions in Theorems and illustrate some methodological distinctions. Specifically,
Theorem [I.T] provides an efficient pathway to proving computability when equilibrium states are unique
and measure-theoretic entropy functions are regular. In contrast, Theorem becomes useful for
systems with nonunique equilibrium states or those (potentially) lacking upper semicontinuous entropy,
though it demands more sophisticated analysis. Note that computable functions on some subsets are
always continuous on the corresponding subsets. Theorem [I.3]can be applied to some Borel-measurable
dynamical systems (not necessarily continuous on the whole space), for example, Pomeau—Manneville
maps with geometric potentials.
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In fact, Theorem [I.3] can be applied and further extended to study the computability of equilibrium
states with time complexity in the following settings:

(i) Pomeau—Manneville maps with geometric potentials.
(ii) Holomorphic endomorphisms of P* with log?-continuous hyperbolic potential.

(iii) Nonuniformly expanding local diffeomorphism on smooth manifolds and Hdélder continuous
potentials with not very large oscillation (see [BHLS25]).

We leave these investigations for future work.

1.2. Strategy and organization. In thermodynamic formalism, identifying equilibrium states often
hinges on verifying the identity P(T,¢) = h,(T) + [¢ dp. From the perspective of computable anal-
ysis, computing the topological pressure P(T, ¢) and the integral [¢dpu is straightforward. The core
difficulty lies in evaluating the measure-theoretic entropy function p + h,(T"), which lacks universal
computational methods.

Our approaches reflect two distinct strategies for addressing this challenge. The first approach
applies to dynamical systems where the measure-theoretic entropy h,(T") coincides with its upper
semicontinuous regularization h, (7). Under this hypothesis, we use convex analysis to characterize
the set of equilibrium states as the set of tangent functionals to the topological pressure function (see
Section . The second approach avoids relying on semicontinuity of entropy by instead investigating
Jacobians for equilibrium states, a technique motivated by Rokhlin’s formula (cf. Proposition .

The proofs of the two approaches (Theorems and follow the same general strategy: we prove
the recursive compactness of a subset C C (T, ¢). Then the assumption that K = {u} implies that
the equilibrium state y is computable (cf. Proposition[3.20| (i)). The strategy for identifying a compact
subset K C E(T, ¢) can be summarized as follows: for some dynamical systems, the measure-theoretic
entropy has the following upper and lower bounds:

hu(T) = hyu(T) 2 /10g(°7u) dp,

where J,, is a Jacobian of T'. Hence, we obtain that

{pne MX,T) : hy(T) + (. ¢) = P(T,0)} 2E(T',¢) 2 {pn € M(X,T) : (p, ¢ +log(Ju)) = P(T, ¢)}.
For simplicity, we denote the former (resp. latter) set by &1 (7T, ¢) (resp. E2(T, ¢)). Indeed, by results in
convex analysis (cf. Lemma and Proposition, the set & (T, $) coincides with the set C(X)} p .
Moreover, by our investigations in ergodic theory (cf. Theorem , the set (T, ¢) can be described
by M(X,T;Y,J) (defined in (1.2)), where ¥ C X is a Borel set and J: X — R is a Borel function
satisfying some assumptions (indeed, &(T, ¢) N P(X;Y) coincides with M(X,T;Y,J) "N M(X,T) N
P(X;Y)). It is worth noting that the set £(T, ¢) of equilibrium states may not be weak* compact.
However, the sets C(X )(’; p, and M(X,T;Y,J) are always weak™ compact. Hence, we demonstrate
the recursive compactness of these sets instead of investigating £(T', ¢) directly.

We now outline the proofs of the recursive compactness properties of C'(X)7 p and M(X,T;Y, J).
For the set C'(X)} p , by some results in convex analysis, it is the set of measures p € M(X,T)
such that ¢ is the minimizing point of the operator defined by h — P(T,h) — (u, h). Hence, the
recursive compactness of the set C(X )j; p, can be derived from some computability properties of the
topological pressure function. Moreover, due to the convexity of such operator, the conditions can be
further reduced to the computability properties of the topological pressure function near the potential
¢. For the set M(X,T;Y,J), alocal version of a method from [BBRY11l BHLZ25] is applied to check
if a Jacobian for T with respect to u is greater than or equal to the given function J in the “good”
subset Y, which is a union of open and admissible sets. It is worth noting that we improve this method
and relax the requirements for the domains of computability of dynamical systems.

Moreover, in the proof of Theorem[5.6] the existence of singular points prevents the direct application
of Ruelle operators to characterize the prescribed Jacobians of equilibrium states. To address this,
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we instead use transfer operators to provide an equivalent description of the Jacobians of invariant
measures in Theorem [5.5] Combined with the Variational Principle, this yields Theorem which
allows us to identify equihbrium states by verifying if a Jacobian for T is greater than the prescribed
function J in the “good” subset Y.

Finally, we summarize the two approaches as follows. In the global approach via convex analysis,
we assume the upper semicontinuity of the pressure function to ensure that & (T, ¢) = E(T,¢). In
the local approach via transfer operator and Jacobian, the main challenge is to construct a recursively
compact set K C P(X) that excludes measures with positive mass on a “bad” region. Since a
uniform construction of such a set I is not feasible for all systems, we hypothesize its existence in
Theorem to obtain a general result, and provide explicit constructions for specific families in
Theorems and More precisely, we consider the case where the “bad” regions are indeed
sets of finitely many points. In Theorem [5.10| we use a sequence of open sets containing these “bad”
regions to eliminate the mass supported on them, in Theorem [5.11] we investigate the dynamical
systems that are uniformly contracting near all the periodic singular points, and in Theorem study
expanding Thurston maps, a family of maps which are uniformly expanding near all the periodic
singular points.

We now describe the structure of this article. After fixing some notation in Section |2, we review
some notions and results in computable analysis and ergodic theory in Section

Section {f focuses on the first (global) approach. We prove Theorem by establishing the recursive
compactness of the set of tangent functionals to the topological pressure function at the potential with
upper semicontinuous entropy.

Section [5| is devoted to the second (local) approach as stated in Theorem which uses the
prescribed Jacobian with respect to an equilibrium state. Through employing the transfer operators
to establish Theorem (in Subsection , which Characterizes an equilibrium state in terms of its
Jacobian, we complete the proof of Theorem [I.3]in Subsection Theorems [5.10] and [5.11] presented
as consequences of Theorem are stated in Subsection

Section [6] examines the computability of the equilibrium states for expanding Thurston maps. We
first provide the definitions and properties of these maps in Subsection Then in Subsection
we apply Theorem to demonstrate the computability of the equilibrium state for a Misiurewicz—
Thurston rational map and a Holder continuous potential, thereby establishing Theorem [I.2] Finally,
Subsection [6.3| addresses a broader class of expanding Thurston maps whose measure-theoretic entropy
maps may lack upper semicontinuity. Here, we use Theorem [I.3] to study the measures of maximal
entropy and establish Theorem
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2. NOTATION

 2z=w|

v/ 14]z| \/1+|w|2

for all z € C. Let S? denote an oriented topological

The chordal metric o on the Riemann sphere C is defined as follows: o(z,w) =

\/1 |22
2-sphere. We use N to denote the set of integers greater than or equal to 1 and N* = UkeNN . We
write Ny := {0} UN and N := {0} UN*. We denote by Q7 (resp. RT) the set of all positive rational
(resp. real) numbers. The symbol log denotes the natural logarithm. For z € R, we define |z] as the
greatest integer < x, [z] as the smallest integer > z, and 2t = (z)* = max{:v 0}. For a function
f: X - Ron aset X, we define f* = (f)T: X — R by f*(z) := (f(x))* for each x € X. The
cardinality of a set A is denoted by card A.

Consider a map f: X — X on a set X. We write f* for the n-th iterate of f, and f=" = (f")~!
for each n € N. We set f° := idy, the identity map on X. For a real-valued function ¢: X — R, we

all z, w € C, and o(00,2) = 0(z,00) =
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write S,¢(z) = Sho(z) = 221_:10 (f™(x)) for x € X and n € Ny. We omit the superscript f when
the map f is clear from the context. When n = 0, by definition Sy¢ = 0.

Let (X, d) be a metric space. We denote by B(X) the o-algebra of all Borel subsets of X. For each
subset Y C X, we denote the diameter of Y by diamy Y = sup{d(z,y) : x, y € Y}, the interior of ¥’
by int, Y, and the characteristic function of Y by 1y.

For each r € R and each € X, we denote the open (resp. closed) ball of radius r centered at x
by By(z,r) = {y € X : d(z,y) < r}. For each r € R and each nonempty set K C X, we define
d(z, K) = infycg d(z,y), and Bg(K,r) = {x € X : d(z, K) < r}. We often omit the metric d in the
subscript when it is clear from the context.

For a compact metric space (X,d), we denote by C(X) the space of continuous functions from
X to R, and by M(X) (resp. P(X)) the set of finite signed Borel measures (resp. Borel probability
measures) on X. Let g: X — X be a Borel-measurable transformation. We denote by M (X, g) the set
of g-invariant Borel probability measures on X. Moreover, for each Borel subset C' € B(X), P(X;C)
denotes the set {pn € P(X) : u(C) = 1}. By the Riesz representation theorem, we can identify the
dual of C(X) with the space M(X). For p € M(X), we use ||u| to denote the total variation norm
of u, supp u to denote the support of u, and

(= [ud

for each p-integrable Borel function v on X. If we do not specify otherwise, we equip C'(X) with the
uniform norm || - [[¢(x) = || - ||, and equip M(X), P(X), and M(X, g) with the weak™ topology.

The space of real-valued Holder continuous functions with an exponent a € (0,1] on a compact
metric space (X, d) is denoted as C%*(X,d). For each ¢ € C*%(X,d),

|la.a = sup{[o(x) — o(y)l/d(z,y)" sz, y € X, x # y}. (2.1)

For a complete separable metric space (X, d), we recall the Wasserstein—Kantorovich metric Wy on
P(X) given by
Wap,v) = s (. £) — (v, f)] : F € COLX,d), | flra < 1}. (2.2)

Note that for Borel probability measures in P(X), the convergence in Wy is equivalent to the conver-
gence in the weak* topology (see e.g. [Vi09, Corollary 6.13]).

3. PRELIMINARIES

3.1. Computable analysis. We recall fundamental notions and results from recursion theory and
computable analysisﬁ We present, in order, definitions and results concerning the computability of
real numbers, computable structures on metric spaces, computability of open sets, functions, compact
sets, and probability measures.

Computability over the reals. We begin by reviewing basic notations and concepts from classical
recursion theory; for an introduction, see e.g. [Bri94, Chapter 3].

Definition 3.1 (Effective enumeration and recursively enumerable set). Let S C N* be a
nonempty set. An effective enumeration of S is a sequence {z;};eny with S = {z; : ¢ € N} such that
there exists an algorithm that, for each ¢ € N, upon input i, outputs x;.

Moreover, a set I C N* is said to be a recursively enumerable seiﬁ if I = () or there exists an effective
enumeration of I.

For brevity, the symbol I denotes a nonempty recursively enumerable set throughout this subsection.
Note that N¥, for k € N, and N* are all recursively enumerable sets by Definition

40ur notion of algorithm is consistent with Type-2 machines defined in [We00, Definition 2.1.1].
SWe emphasize that recursively enumerable sets in this article are subsets of N*.
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Definition 3.2 (Partial recursive and recursive function). Let {i,},cn be an effective enumer-
ation of I. We say that f: I — N is partial recursive if there exists an algorithm that, for each n € N,
on input n, outputs f(i,) if f(i,) € N*, and runs forever otherwise, namely, if f(i,,) = 0. We say that
f: I — N is recursive if f is a partial recursive function with f(I) C N*.

We now define the computability of real numbers.

Definition 3.3 (Computable real number). A real number z is called computable if there exist
three recursive functions f: N -+ N, g: N - N, and ~: N — N such that ’(—1)h(”)f(n)/g(n)—x‘ < 27"
for all : € I and n € N.

Let {x;};cs be a sequence of real numbers. We say that {xz;};cs is a sequence of uniformly computable
real numbers if there exist three recursive functions f: Nx I - N, g: NxI - N,and h: Nx I - N
such that |(—1)h(”’i)f(n,i)/g(n,z‘) — x| <2 " forallie ] andneN.

Clearly, = € R is computable if and only if {z;};cn defined by z; := x for all i € N is uniformly
computable. For analogous concepts in the sequel, we will define the uniform sequence version and
regard the individual case as the special case of constant sequences.

Computable metric spaces.

Definition 3.4 (Computable metric space). A computable metric space is a triple (X, p, S)
satisfying that

(i) (X, p) is a separable metric space,

(ii) S = {sp}nen forms a countable dense subset {s, : n € N} of X, and
(iil) {p(8m>5n)}mmn)en? is a sequence of uniformly computable real numbers.

The points in S are called ideal. Since N? is recursively enumerable, the collection B := {B(s;,m/n) :
i, m, n € N} can be enumerated as {B;};cn satisfying the following: there exists an algorithm that,
for each [ € N, upon input [, outputs i, m, n € N with B; = B(s;, m/n). We call the elements in B
ideal balls and such an enumeration of B an effective enumeration of ideal balls in (X, p, S).

We then define the computability of points in a computable metric space.

Definition 3.5 (Computable point). Let (X, p, S) be a computable metric space with S = {s; }sen,
and {z; }ier be a sequence of points in X. Then {x;};cs is called uniformly computable (in (X, p, S))
if there exists a recursive function f: N x I — N such that p(sf(m),:ci) <2 ™forallneNandiel.
Moreover, a point x in X is computable (in (X, p, S)) if {z;}ien defined by z; = z for all ¢ € N is
uniformly computable.

We now specify the computable structure on R. Let Sg = {gn }nen be the enumeration of Q induced
by an effective enumeration of N® via the mapping (a, b, ¢) = (—1)°a/b. Note that {dr(gm, )} (m,n)en?
is a sequence of uniformly computable real numbers, where dg is the Euclidean metric. Then the triple
(R, dr, SQ) forms a computable metric space according to Definition A similar construction
provides a computable structure for RT. In this article, we fix these as the standard computability
structures on R and RT. It is clear that under these structures, Definitions and are equivalent
for the computability of real numbers. That is, a sequence of reals is uniformly computable in one
sense if and only if it is in the other.

We also consider a weaker notion of computability over R that leverages its natural ordered structure.

Definition 3.6 (Semi-computable real number). Let {z;};c; be a sequence of real numbers.
We say that {x;}ier is uniformly lower (rvesp. upper) semi-computable if there exist three recur-
sive functions f: Nx I — N, g: Nx I — N, and Ah: N x I — N such that for each i € I,
{(—1)’“"7” fln,i)/g(n, z)}n ¢y 18 nondecreasing (resp. nonincreasing) and converges to x; as n — +oo.
Moreover, a real number z is called lower (resp. upper) semi-computable if the sequence {z; };en defined
by z; := x for each i € N is uniformly lower (resp. upper) semi-computable.
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Lower semi-computable open sets. We define an effective version of open sets and collect some
relevant results.

Let (X, p, S) be a computable metric space. Let B be the set of ideal balls, and {B;};en be an
effective enumeration of ideal balls in (X, p, ). We define the set By := BU{0} of extended ideal balls
and an enumeration {D;};en of By such that Dy = ) and D; = B;_; for each integer | > 2. We call
such an enumeration an effective enumeration of extended ideal balls in (X, p, S).

Definition 3.7 (Lower semi-computable open set). Let (X, p, ) be a computable metric space,
and {D;};eny be an effective enumeration of extended ideal balls. Then a sequence {U;};cs of open
sets in X is said to be uniformly lower semi-computable open (in (X, p, S)) if there exists a recursive
function f: N x I — N such that U; = (J,,ey Df(n,;) for each i € I. Moreover, an open set U C X is
called lower semi-computable open (in (X, p, S)) if the sequence {U;};cn defined by U; .= U for i € N
is uniformly lower semi-computable open.

The above definition of a lower semi-computable open set differs slightly from the ones in [BBRY11],
Definition 3.4] and [BRY14 Definition 2.4]. In our definition, we use extended ideal balls, which
include the empty set (.

The term recursively open set in the literature (e.g. [GHR11, Subsection 2.2 and Definition 2.4] and
[HRO9, Subsection 3.3]) is equivalent to the notion of lower semi-computable open set defined above.
A detailed discussion of this equivalence is provided in [He25, Subsection 3.3].

Note that we can algorithmically decide whether s € B for each ideal point s € S and each extended
ideal ball B € By. The following result then follows immediately from Definition (see e.g. [He25,
Proposition 3.9]).

Proposition 3.8. Let (X, p, S) be a computable metric space with S = {sp, fnen. Assume that {U;}icr
is uniformly lower semi-computable open. Then there exists a recursively enumerable set E C N x [
such that {s, : (n,i) € E;} = {sy, : n € N} NU;, where E; = {(n,i) € E:n € N} for each i€ I.

The following two results are two classical results in computable analysis which both follow imme-
diately from Definitions [3.1] and (see e.g. [He25, Propositions 3.10 & 3.11]).

Proposition 3.9. Let (X, p, S) be a computable metric space. Assume that H and L are two
nonempty recursively enumerable sets with L C I x H, and that {U; 1} pyer, s uniformly lower semi-
computable open. Then {J{Uip : (i,h) € Lp}}tnhen ts uniformly lower semi-computable open, where
Ly ={(i,h) € L:i €I} for each h € H. In particular, if {U;}icr is uniformly lower semi-computable
open, then | J;c; U; is lower semi-computable open.

Proposition 3.10. Let (X, p, S) be a computable metric space. Assume that {r;};cr is a sequence
of uniformly lower semi-computable real numbers and {x;}icr is uniformly computable in (X, p, S).
Then {B(x;, ;) }icr is uniformly lower semi-computable open.

Computability of functions. We begin with the definition of oracles for points.

Definition 3.11 (Oracle). Let (X, p, §) be a computable metric space with S = {s; };en, and z € X.
We say that a function 7: N — N is an oracle for x if p(s;(n), ) < 27" for each n € N.

With the above definition, computable functions can be defined as follows.

Definition 3.12 (Computable function). Let (X, p, S) and (X', p/; §’) be computable metric
spaces with S = {s,}nen and &' = {s), }en. Assume that {i, }nen is an effective enumeration of I,
and C; C X for each i € I. Then a sequence {f;}ics of functions f;: X — X' is called a sequence
of uniformly computable functions with respect to {C;}icy if there exists an algorithm that, for all
I,n €N, z € C;,, and oracle 7 for x, on input [, n, and 7, outputs m € N with p/(s},, f;, (z)) < 27%.
We often omit the phrase “with respect to {C;};c;” when C; = X for all ¢ € I. Moreover, a function
f: X — X' is said to be a computable function on C if {f;};cn, defined by f; == f for all i € N, is a
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sequence of uniformly computable functions with respect to {C;};en defined by C; := C for all i € N.
We often omit the phrase “with respect to C” when C' = X.

Computable functions serve as an effective version of continuous functions. The following result
provides examples of computable functions (see e.g. [We00, Examples 4.3.3 and 4.3.13.5]).

Example 3.13. The exponential function exp: R — R and the logarithmic function log: Rt — R are
computable functions.

We recall the following classical characterization of computable functions (cf. [RY21a, Proposi-
tion 5.2.14] and [BBRY11l Proposition 3.6]; see also [He25, Theorem 3.17]).

Proposition 3.14. Let (X, p, S) and (X', p/, 8') be computable metric spaces. Suppose {B],}nen is
an effective enumeration of ideal balls in (X', p/, 8'). Given fi: X — X' and C; C X for each i € I,
the following statements are equivalent:

(i) The sequence {f;}ier is a sequence of uniformly computable functions with respect to {C;}icr.

(ii) There exists a sequence {Un i} iyenxs of uniformly lower semi-computable open sets in (X, p, S)
such that f;l(B;z) NC; =U,iNC; foralli eI andn € N.

(iii) For each nonempty recursively enumerable set M and each sequence {V, }menm of uniformly
lower semi-computable open sets, there exists a sequence {Wmi}(m,i)eM” of uniformly lower
semi-computable open sets in (X, p, S) such that f; ' (V) N C; = Wi N C; for allm € M
and i € 1.

We now define a notion of weaker computability property for functions.

Definition 3.15 (Semi-computable function). Let (X, p, S) be a computable metric space, {ip }nen
be an effective enumeration of I, and C; C X for each i € I. A sequence { f; };cs of functions f;: X — R

is a sequence of uniformly upper (resp. lower) semi-computable functions with respect to {C;}icy if there

exists an algorithm that, for all I, n € N, x € (;,, and oracle 7 for x, on input [/, n, and 7, outputs

Qin,r € Q such that for each n € N, each x € C;,, and each oracle 7 for x, {g n - }icn is nonincreasing

(resp. nondecreasing) and converges to f;, (z) as | — +0o0. We often omit the phrase “with respect to

{C;}ier” when C; = X for each i € I. Moreover, a function f: X — R is said to be an upper (resp.

a lower) semi-computable function on C if {f;}ien defined by f; :== f for each i € N, is a sequence of
uniformly upper (resp. lower) semi-computable functions with respect to {C;}ien defined by C; == C

for all ¢ € N. We often omit the phrase “with respect to C” when C' = X.

The following proposition is an immediate consequence of Proposition (see e.g. [He25, Theo-
rem 3.19]).

Proposition 3.16. Let (X, p, S) be a computable metric space, and Sg = {qn}nen. Given fi: X = R
and C; C X for all i € I, the following statements are equivalent:

(i) The sequence { fi}ier is a sequence of uniformly upper (resp. lower) semi-computable functions
with respect to {C;}ier-

(ii) There exists a sequence {Um}(nﬂ-)eNX[ of uniformly lower semi-computable open sets in (X, p, S)
such that fz_l(Qn) NC; = Uy, NC; with Qy == (—00,qy) (resp. Qn = (gn, +00)) for alli € I
andn € N.

(iii) For each nonempty recursively enumerable set L and each sequence {r;}ier of uniformly com-
putable real numbers, there exists a sequence {Wy;}qiyerxr of uniformly lower semi-computable
open sets in (X, p, S) such that fz-_l(Rl) NC; = Wi; N Cy with Ry := (—oo,r;) (resp. Ry =
(ry,4+00)) for alll € L and i € I.

The following result indicates that the characteristic function of a lower semi-computable open set
is a lower semi-computable function (see e.g. [He25, Proposition 3.33]).
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Proposition 3.17. Let (X, p, S) be a computable metric space. Assume that {U;}icr is uniformly
lower semi-computable open. Then there exists a sequence {hnvi}(n,i)ele of uniformly computable
functions hy;: X — R such that for each i € I, the following properties are satisfied:

(i) For each x € X, {hpni(x)}nen is nondecreasing and converges to 1y, (x) as n — +o0.
(ii) For eachn € N, hy i(x) > 0 for each x € X and hy,i(z) =0 for each x ¢ Uj.

Recursively compact sets and recursively precompact metric spaces. Here we recall the
definitions of recursive compactness and recursive precompactness. For a more detailed discussion, see

[GHR11) Section 2].

Definition 3.18 (Recursively compact set). Let (X, p, ) be a computable metric space with
S = {si}ien, and {i; };en be an effective enumeration of I. A sequence {K;};c; of compact sets in X is
called uniformly recursively compact (in (X, p, S)) if there exists an algorithm that, for each n € N,
each sequence {m,}_, of integers, and each sequence {g,}!_; of positive rational numbers, upon
input, halts if and only if K;, C J2_, B(sm,,,qn). Moreover, a set K C X is called recursively compact
(in (X, p, S)) if the sequence {K;};en defined by K; := K for each i € N, is uniformly recursively
compact.

Note that for each compact set K and each function f: N — N, K C |, cy Dy(n if and only if
K C Uﬁzl Dy for some k € N. This implies the following result.

Proposition 3.19. Let (X, p, S) be a computable metric space. Suppose {hm}men (resp. {ln}nen) is
an effective enumeration of a nonempty recursively enumerable set H (resp. L). Assume that {Kp}hen
is uniformly recursively compact and {U;}1er is uniformly lower semi-computable open. Then there
exists an algorithm that, for all m, n € N, upon input, halts if and only if Kp,, C U,,,.

We collect some fundamental properties of recursively compact sets (cf. [GHR11l, Propositions 1 & 3];
see also [He25| Proposition 3.23]).

Proposition 3.20. Let (X, p, S) be a computable metric space. Assume that X is recursively compact,
and {K;}ier is uniformly recursively compact. Then the following statements are true:

(i) Let x; € X for each i € I. Then {z;}icr is uniformly computable if and only if the sequence
{{zi}}icr of singletons is uniformly recursively compact.

(i1) {X \ K }ier is uniformly lower semi-computable open.

(iii) If {U;}ier is uniformly lower semi-computable open, then {K; \ U, }icr is uniformly recursively
compact.

(iv) If {fi}ier is a sequence of uniformly lower (resp. upper) semi-computable functions f;: X — R
with respect to {K;}ier, then {infrek, fi(x)}icr (resp. {sup,ck, fi(x)}ier) is uniformly lower
(resp. upper) semi-computable.

(v) If {T;}ier is a sequence of uniformly computable functions T;: X — X with respect to {K; }ier,
then {T;(K;) }ier is uniformly recursively compact.

Next, we investigate whether the property of uniform computability for recursively compact sets is
preserved under the union and intersection.

Proposition 3.21. Let (X, p, S) be a computable metric space. Suppose X is recursively compact, H
and L are two nonempty recursively enumerable sets with L C I x H, and {Ki,h}(i,h)eL s uniformly
recursively compact. Denote Ly == {(i,h) € L : i € I} for each h € H. Then the following statements
are true:

(1) {({Kin: (i,h) € Ly} then ts uniformly recursively compact.
(i) If the function F': H — N defined by F(h) := card Ly, for h € H is recursive, then {{J{K; :
(i,h) € Ly} }hen is uniformly recursively compact.
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Proposition (i) follows immediately from Proposition and Proposition (ii) and (iii).
Moreover, Proposition (ii) follows from Definition As a corollary of Proposition (ii),
we obtain the following result, which is important in the proof of Theorem

Corollary 3.22. Let (X, p, S) be a computable metric space. Assume that X is recursively compact,
T: X — X is a computable function, and {U;}icr is uniformly lower semi-computable open. Then
{Vaitm,iyenxr is uniformly lower semi-computable open, where Vi, ; is defined inductively by setting
Vie=U; and Vi1, = T_I(Vn,i) NU; for each n € N and each i € I.

Proof. Since T is a computable function, by Definition we obtain that {T"},en, is a sequence
of uniformly computable functions. Then by Proposition {T7™(Ui) } (n,iyengxr is a sequence
of uniformly lower semi-computable open sets. Hence, since X is recursively compact, by Proposi-
tion (iil), {X N T7"(Ui) }n,iyenox1 is @ sequence of uniformly recursively compact sets.

Define L € Ng x Nx I by L = {(m,n,i) € No x Nx I : m < n}. Then L is a recursively
enumerable set and {X \ T (U;)} (m,n,ijer, is uniformly recursively compact. Note that card{m €
No : (m,n,i) € L} = n for all n € N and ¢ € I. Then the function F': N x I — Ny given by
F(n,i) = card{m € Ny : (m,n,i) € L} is a recursive function. Thus, by Proposition (ii), we
obtain that {{J{X \T7™(U;) : m € No, (m,n,i) € L} }ni)enxs is a sequence of uniformly recursively
compact sets. Hence, since X is a recursively compact set, by Proposition (i), {X N~ U{X ~
Tfm(Ui) :m € Np, (m,n, Z) S L}}(nJ)ENXI = {ﬂ{Tﬁm(Ufb) :m € Ny, (m,n,i) S L}}(n,i)ENXI is
uniformly lower semi-computable open. Since V;; = U; and V41, = T_l(Vm-) NU; for all n € N and
i € 1, it follows by induction that V41 = ,_ Tk(U;) for each n € Ny. Therefore, {Vaitn,iyenxrs
is uniformly lower semi-computable open. O

Moreover, given the recursive compactness of X, the computability of functions is preserved under
a finite number of operations among additions and multiplications. We summarize this property in
the following result (cf. [We00, Corollary 4.3.4]; see also [He25, Proposition 3.26]).

Proposition 3.23. Let (X, p, S) be a computable metric space in which X is recursively compact,
and H be a nonempty recursively enumerable set. Assume that {fi}icr (resp. {gn}tnem) is a sequence
of uniformly computable functions fi: X — R (resp. gn: X — R). Then {fi + gn}tunerxua, {fi-
In}perxm are two sequences of uniformly computable functions.

Next, we recall the definition of recursively precompact metric space.

Definition 3.24 (Recursively precompact metric space). Let (X, p, S) be a computable metric
space with § = {s;};en. Then (X, p, S) is called recursively precompact if there exists an algorithm
that, for each n € N, on input n, outputs a finite subset {r; : 1 < i < m} of N such that X =

U?ll B(S"'N 2_n)'

Finally, we record the following useful characterization of complete recursively precompact metric
spaces (see e.g. [GHR11], Proposition 4]).

Proposition 3.25. Let (X, p, S) be a computable metric space. Then X is recursively compact if and
only if (X, p) is complete and (X, p, S) is recursively precompact.

Computability of probability measures. Building upon the theory of computable functions and
recursively compact sets, we now discuss the computability of probability measures. We begin by
reviewing the computable structure on the measure space P(X) introduced in [HR09, Section 4]
(cf. [HRQ9, Proposition 4.1.3]; see also [He25, Proposition 3.29)).

Proposition 3.26. Let (X, p, S) be a computable metric space with S = {sy }nen. Assume that X is
recursively compact in (X, p, S). Then the following statements are true:
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(i) There exists an enumeration Qs = {vk}ren of the set of Borel probability measures that are
supported on finitely many points in {s, : n € N} and assign rational values to them such that
there exists an algorithm that, for each k € N, upon input k, outputs a sequence {nl}?:1 of

integers and a sequence {ql}f:1 of positive rational numbers satisfying that Zle q =1 and
V = Z;ln 1 ql(;Snl .
(ii) (P(X), W,, Qs) is also a computable metric space m which P(X) is recursively compact, where

W, is the Wasserstein—Kantorovich metric on P(X) (see (E))

Let (X, p, S) be a computable metric space and assume that X is recursively compact. We endow
the measure space P(X) with the computable structure (P(X), W,, Qs) given by Proposition

The computability of measures is then defined via Definition Specifically, a sequence {u;}icr
of measures in P(X) is a sequence of uniformly computable measures if it is uniformly computable
in (P(X), W,, Qs), and a single measure p € P(X) is a computable measure if the corresponding
constant sequence consisting of u is uniformly computable.

We now recall a key result on the computability of the integration function (cf. [HR09, Corol-
lary 4.3.2]; see also [He25, Proposition 3.30]).

Proposition 3.27. Let (X, p, S) be a computable metric space. Assume that X is recursively compact
in (X, p, S), and that {f;}icr is a sequence of uniformly computable functions f;: X — R. Then the
sequence {Z; }ier of functions Z;: P(X) — R defined by Z;(1n) = {(u, fi) for un € P(X) is a sequence of
uniformly computable functions.

As immediate corollaries of Proposition [3.27], we have the following results.

Corollary 3.28. Let (X, p, S) be a computable metric space. Assume that X is recursively compact in
(X, p, S), and that {fi}icr is a sequence of uniformly upper (resp. lower) semi-computable functions
fi: X — R. Then the sequence {Z;}icr of functions Z;: P(X) — R given by Z;(n) = (i, fi) is a
sequence of uniformly upper (resp. lower) semi-computable functions.

Corollary 3.29. Let (X, p, S) be a computable metric space in which X is recursively compact. As-
sume that H and L are two nonempty recursively enumerable sets with L C I x H, {U; p}; nyer, is uni-
formly lower semi-computable open in (X, p, S), and {r;n} @ nyer s a sequence of uniformly computable
real numbers. Define, for each i € I, L; == {(i,h) € L : h € H} and K; = {p € P(X) : u(U; ) <
rin for each (i,h) € L;}. Then {IC;}icr is uniformly recursively compact in (P(X), W,, Qs).

Recall the definition of M(X,T;Y) from (1.1). The following result indicates the recursive com-
pactness of the set M(X,T;Y) (cf. [BHLZ25, Lemma 4.12]; see also [He25, Theorem 3.36]).

Proposition 3.30. Let (X, p, S) be a computable metric space in which X is recursively compact, and
{Ui}ier is a sequence of uniformly lower semi-computable open sets. Assume that {T;};cr is a sequence
of uniformly computable functions T;: X — X with respect to {U;}icr. Then {M(X,T;;U;) bier is
uniformly recursively compact in (P(X), W,, Qs). In particular, if {T;}icr is a sequence of uniformly
computable functions, then {M(X,T;)}icr is uniformly recursively compact.

The following result is useful in the proof of the main result of this article (see e.g. [He25, Proposi-
tion 3.35]).

Proposition 3.31. Let (X, p, S) be a computable metric space, and X be a recursively compact set in
(X, p, S). Then there exists a sequence {7, }nen of uniformly computable functions 7,: X — R such
that {1, : n € N} is dense in C'( ). Moreover, for all u, v € M(X), u(A) > v(A) for each A € B(X)
if and only if <,u, > <1/ > for each n € N.

3.2. Thermodynamic formalism. We review basic concepts from ergodic theory. For more detailed
discussions, we refer the reader to [Wa82| Section 4].
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Let (X, B, u) be a probability space. A partition & = {A, : h € H} of (X, B, ) is a disjoint collection
of elements of B whose union is X, where H is a countable index set. For each pair of partitions
E={Ap:he H}andn={B;:1l € L} of X, their join is the partition {Vn := {4,NB;: h € H, | € L}.

Assume that T: X — X is a measure-preserving transformation of (X, B, ). Consider a partition
¢ ={Ay:h € H} of X. For each n € N, T7"(£) denotes the partition {T'(A,) : h € H}, and &
denotes the join EVT (&) V- - - vT~ (=D (€). The entropy of € is Hy,(€) == — ey 11(An) log(p(Ap)) €
[0, +00], where 0log0 is defined to be zero. One can show that if H,(§) < +oo, then nll)l}_loo H,(&})/n

exists (see e.g. [Wa82, Chapter 4]). We denote this limit by h,(T,&) and call it the measure-theoretic
entropy of T relative to £&. The measure-theoretic entropy of T' for u is defined as

hu(T) == sup{h,(T,€) : { is a partition of X with H,(£) < +oo}. (3.1)

We now introduce thermodynamic formalism, a particular branch of ergodic theory. The main ob-
jects of study are the topological pressure and equilibrium states (see e.g. [PUL0, Wa&2]; for the general
Borel-measurable setting used in Approach II, see e.g. [[T10, Definition 1.1], [DeT17, Section 2.3], and
[DoT23|, Chapter 1.4]).

Let (X, p) be a compact metric space, T: X — X be a Borel-measurable transformation such that
M(X,T) # 0, and ¢: X — [—00,+0o0] be a Borel function. Then the topological pressure of the
potential ¢ with respect to the transformation T is given by

P(T,¢) == sup{hu(T) + (u,¢) : p € M(X,T) and (u, $) > —o0}. (3.2)

A measure p € M(X,T) that attains the supremum in is called an equilibrium state for the
transformation 7" and the potential ¢. Denote the set of all such measures by £(T', ¢). In particular,
when the potential ¢ is the constant function 0, we denote hiop(T') := P(T',0) and say that a measure
uw e M(X,T) is a measure of maximal entropy of T if u € E(T,0).

4. APPROACH I: GLOBAL APPROACH VIA CONVEX ANALYSIS

In this section, we establish the computability of equilibrium states for certain dynamical systems
with upper semicontinuous measure-theoretic entropy functions. We begin by recalling several defi-
nitions and results from functional analysis: a characterization of the set C(X ):; py, I and its
relation to the set £(T, ¢) of equilibrium states in . We then apply these results to verify the
recursive compactness of C(X ):; p,» thereby completing the proof of Theorem

Let (X, p) be a compact metric space, and T: X — X a continuous map with finite topological
entropy. The measure-theoretic entropy function of T' is the function p — h,(T) (defined in ) on
the space M(X,T) of T-invariant Borel probability measures, where M(X,T) is equipped with the
weak* topology. The topological pressure function of T, denoted by Pr, is the function ¢ — P(T, ¢)
(defined in (3.2)) on C(X). For each p € M(X,T), we denote by h,(T) the upper semicontinuous
reqularization of the measure-theoretic entropy function. More precisely, EM(T) is the supremum of all
limit suprema lim sup,,_,, by, (T), where {1, }nen ranges over all sequences in M (X, T) that converge
to u in the weak™® topology.

Definition 4.1. Let V be a real topological vector space, and G: V — R be a convex continuous
function. A continuous linear functional F': V' — R is tangent to G at x € V if

F(y) < Gz +y) - G(x)
for each y € V. We denote the set of all such functionals by V'
The following lemma is well-known (see e.g. [Wa82, Theorem 9.7 (iv) and (v)]).

Lemma 4.2. Let (X, p) be a compact metric space and T: X — X be a continuous map with finite
topological entropy. Then the topological pressure function Pp: C(X) — R is convex and continuous.
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Lemma ensures that the set C'(X)7 p is well defined for any continuous map 7" on a compact
metric space X and any continuous function ¢. We now record a characterization of this space from

[Wa92, Theorem 3 (i)].

Lemma 4.3. Let (X,p) be a compact metric space, T: X — X be a continuous map with finite
topological entropy, and ¢: X — R be a continuous function. A functional F' € C(X)* belongs to
C(X)j p, if and only if there exists a measure pp € M(X,T) such that F(f) = (up, f) for each
f € C(X), and pp is the weak™ limit of a sequence of measures {un}nen in M(X,T) satisfying
Ry (T) + (ptn, ¢) = P(T, ¢) as n — +o00.

Remark 4.4. Recall that C(X)* can be naturally identified with the space M(X) of finite signed
Borel measures on X. Then Lemma allows us to identify C(X)j p . as a subset of M(X,T). We
will adopt this identification in the remaining part of this article.

The following proposition characterizes C'(X )2 p, and its relation to the set of equilibrium states
E(T, ¢).

Proposition 4.5. Let (X, p) be a compact metric space, T: X — X be a continuous map with finite
topological entropy, and ¢: X — R be a continuous function. Then

C(X)5py = {1 € M(X,T) : h(T) + (1,6) = P(T. )} and (1.1)
E(T,6) = C(X); p, N {1 € M(X.T) : Ful(T) < (1)) (1.2)
The characterization (4.1)) follows from Lemma and (4.2)) is a consequence of [Wa92, Theorem 5].

The final ingredient of our argument is the following variational characterization of the regularized
entropy, which can be proved by the same method as [Wa82, Theorem 9.12].

Lemma 4.6. Let (X, p) be a compact metric space and T: X — X be a continuous map with finite
topological entropy. Then h,(T) = inf{P(T,0) — (u,0) : 6 € C(X)} for each p € M(X,T).

We now apply these results to establish the computability of C'(X )2) P

Theorem 4.7. Let (X, p, S, {Xn}nen, {Tn}nen, {@n}nen) be a uniformly computable system with
X, =X for alln € N. Suppose T, has finite topological pressure for each n € N. Assume that the se-
quence {T, }nen of transformations and the sequence {¢p, tnen of functions satisfy properties (i) and (ii)

in Theorem[I.1]. For each n € N, define

L= {p e M(X,T) : hy(Ty) + (1, on) = P(T, én) }- (4.3)
Then {T'y }nen is uniformly recursively compact in (P(X), W, Qs).
Proof. For each n € N, by in Proposition I',, is indeed the space of functionals which are
tangent to Pr, at ¢,,. Recall that the sequence {45 i}, iyen2 of functions and the sequence { Dy, }nen

defined by D,, := {¢,; : i € N} are given in Theorem [1.1| property (i). In what follows, we establish
the following characterization of the spaces I',.

Claim 1. For each n € N, we have I'), = {y € M(X,T),) : inf{P(T},,¢) — (p,¢) : ¢ € Dy} >
Proof of Claim 1. Fix an arbitrary n € N. By (4.3) and Lemma we have that
Ip ={p e M(X,T,,) : inf{P(T5,0) — (1, 0) : 0 € C(X)} = P(Ton, ) — (1t ) }-

Hence, to show Claim 1, it suffices to show that for each u € M(X,T,), the following two relations
are equivalent:

inf{P(Ty,0) — (1, 0) : 0 € C(X)} = P(Tyn, on) — (11, b)), (4.4)
inf{P(Tnﬂ/}) - <Mﬂ/}> : w € Dn} > P(Tna¢n) - <:uv¢n>‘ (4'5)
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First, assume p € M(X,T,) satisfies (4.4). It follows from D, C C(X) that (4.4) implies (4.5).
Conversely, assume p € M(X,T,) satisfies (4.5). We proceed by contradiction. Suppose p does not

satisfy (4.4). Then there exists ¢ € C(X) such that P(Ty, ¢) — (, #) < P(Tp, n) — {tt, ¢n). Since D,
(the closure of D,, :== {1,; : ¢ € N}) contains a neighborhood of ¢,, by property (i) in Theorem
there exists ¢ € (0,1] such that c¢¢ + (1 — ¢)¢,, € D,,. Thus, by the convexity and continuity of the
pressure function ¢ — P(T},, ¢), we obtain that

P(Tnv¢n) - </~Lv¢n> > P(Tnac¢ + (1 - C)¢n) - </~ch¢+ (1 - C)¢n>
> inf{P(Tnad}) - <:ua¢> : 7/} € En} = inf{P(Tn>¢) - <,LL,T,Z)> : 77[) € Dn}a

which contradicts the assumption that u satisfies (4.5). Hence, p must satisfy (4.4), completing the
proof of Claim 1.

For each n € N, define a function f,,: P(X) — R by

fo(v) = nf{P(Ty, Yni) — (V, Yni) 11 € N} + (v, ¢p,) for v € P(X) and n € N. (4.6)

Claim 2. {fn}nen is a sequence of uniformly upper semi-computable functions.

Proof of Claim 2. We construct a sequence {Fpn}mnyen2 of uniformly computable functions
such that for each n € N, the sequence {Fy, ,}men is nonincreasing and converges pointwise to f,
as m — oo. By property (i) of Theorem {P(Tn; ¥ni)} (niyen is a sequence of uniformly upper
semi-computable real numbers. Hence, by Definition there exists an algorithm A, such that for
all m, n, % € N, on input m, n, 4, the algorithm A, outputs p,,,; € Q such that {pm7n7i}(m7n7i)€N3
is nonincreasing in m and converges to P(T},,¢n ;) as m — +oo for all n,i € N. Define integral
functionals Z,,;(v) = (v, ¢n — thn;) for all n,i € N and v € P(X). Then by Proposition [3.27, it
follows from the uniform computability of {¢n i} i)en2 and {énfnen that {2}, )ene is a sequence
of uniformly computable functions. Define Fy, ,,(v) == min{pmni + Zni(v) : i € NN [1,m]} for all
n,m € N and v € P(X). By the uniform computability of {Z;, i} ;)en2, there exists an algorithm
Az such that for all n, i, k € N and v € P(X), on input n, ¢, k and an oracle for v, Az outputs ¢; x
with |gix — Zni(v)| < 27%. We can now design an algorithm Ap to compute {Fm.n}(mm)enz- For each
m, n, k € N and each v € P(X), we apply A, and Az to compute {pm, n i}, and {g; ,}7~; such that
|gi ke — Tn,i(v)] < 27F for each integer 1 < i < m. Then we compute min{py, n; + gix : i € NN [1,m]}
as the output of Ap. Note that min{py, i +qix : ¢ € NN[1,m|} + 27k > Fon(v) = min{ppni+qik
i € Nn[l,m]} —27%. Tt follows that Ap demonstrates the uniform computability of the sequence
{Finn}(mm)ene of functions.

Now fix an integer n € N and a measure v € P(X). Since {Pmn,i}(m,)en? is nonincreasing in m
for each i € N, the sequence {F, »(V)}men is nonincreasing; so its limit exists. Note that pp, n; >
P(T,,,v¢n;) for all m,i € N. Then by construction, we have Fy, ,(v) > fn(v) for each m € N.
Hence, limy, 400 Finn(v) = fn(v). On the other hand, since limy, oo Pmn,i = P(Ty,¥n,i) for each
1 € N, it follows from that for each € > 0, there exist integers i,7 with 1 < ¢ < j such that
fn(V) +e> P(Tn, wn,i) +In,i(V) + 6/2 > Djmi +In,i(V) P }Wj,n(V) 2 limy, 400 Fm,n(V)- Consequently,
fa(v) = limy,— 400 Finn(v). This shows that limy, 400 Finn(v) = fu(v).

Since {Fmn}(mnyenz is a sequence of uniformly computable functions and {Fy, 5 (V) fmen is non-
increasing for all v, by Definition {fn}nen is a sequence of uniformly upper semi-computable
functions. This establishes Claim 2.

We now complete the proof by expressing I',, as the complement of a uniformly lower semi-
computable open set within the uniformly recursively compact set M(X,T,). By property (ii) of
Theorem {P(Ty, &n)}nen is a sequence of uniformly lower semi-computable real numbers. By
Definition there exists a sequence {qm,n}(m,n)eW of uniformly computable real numbers such that,
for each n € N, the sequence {¢m, n }men is nondecreasing in m and converges to P(T5,, ¢p,) as m — +o0.
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Hence, it follows from the definition of {D,, },en, Claim 1, and (4.6)) that
Ly = M(X,T,) N fn_l([P(Tna $n), +00)) = M(X, T) U fn_l((_ooa Im.n))- (4.7)

meN
Since {qm,n}(m,n)ENQ is a sequence of uniformly computable real numbers, by Claim 2 and the im-
plication from (i) to (iii) in Proposition {f 1 (=00, mn)) } (m.n)eN? is uniformly lower semi-

computable open in (P(X), W,, Qs). Hence, by Proposition {Umen fﬁl((—OO,Qm,n))}neN is
uniformly lower semi-computable open. Moreover, since {7}, }nen is a sequence of uniformly com-

putable functions, by Proposition {M(X,T,)}nen is uniformly recursively compact. Therefore,
by Proposition (iii) and (4.7)), {T's}nen is uniformly recursively compact. O

Now we turn to prove Theorem

Proof of Theorem [LIl Let I';, be as defined in ([4.3). Consider an arbitrary n € N. Then the
measure-theoretic entropy map v +— hy,(7T),) is upper semicontinuous by hypothesis. This implies that
hy(Ty,) = hy(T,) for all v € M(X,T,). Tt follows from that the set Iy, coincides with the set of
equilibrium states £(T),, ¢,,). Hence, by property (iii), we have I';, = E(T,, ¢n) = {n}-

By Theorem[4.7], the sequence {{sn } }nen of singletons is uniformly recursively compact in (P(X), W,, Qs).
Therefore, by Proposition (1), {tn}nen is uniformly computable. O

5. APPROACH II: LOCAL APPROACH VIA TRANSFER OPERATOR AND JACOBIAN

This section is dedicated to the proof of Theorem and its applications. Subsection [5.1] re-
calls essential notions and establishes Theorem [5.6, which states the relationship between the set
M(X,T;Y,J) and E(T, ¢) under additional conditions. The proof of Theorem follows in Sub-
section 5.2} Finally, in Subsection [5.3] we apply these results to demonstrate the computability of
equilibrium states.

5.1. Jacobian and the transfer operator. We begin by recalling the definition of Jacobians and
establishing their existence, uniqueness, and Rokhlin’s formula. We then define transfer operators and
establish their key properties in our setting. Using these tools, we provide an equivalent characteriza-
tion of Jacobians with respect to invariant measures in Theorem Building on this, the subsection
concludes with Theorem [5.6

Definition 5.1 (Jacobian). Let (X, p) be a compact metric space, and T: X — X be a Borel-
measurable transformation. We say that A C X is admissible (for T') if A, T(A) € B(X), and T'|4 is
injective. Suppose J: X — [0,400) is a Borel function, p € P(X), and F € B(X) with pu(E) = 1.
Then J is said to be a Jacobian on E for T with respect to p if for all admissible sets A C F,

u(r) = [ Tan

Moreover, we say that J is a Jacobian for T" with respect to u if there exists E¢€ B(X) with ,u(E) =1
such that J is a Jacobian on F for T with respect to p.

Recall that P(X;Y) = {u € P(X) : w(Y) = 1} for Y € B(X). We state below the hypotheses
under which we will develop our theory in this section.

Definition 5.2. We say that the sextuple (X, p, T, Y, {Yx }ren, 1) is admissible if it has the following
properties:

1 18 a compact metric space.
(i) (X,p) i p ic sp

(i)
(iii) {Yk}ren is a sequence of pairwise disjoint admissible sets for 7.
(iv) ¥V = Upen Ye-

T: X — X is a Borel-measurable transformation.
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(V) pe M(X, T)NP(X;Y).

The following proposition states the uniqueness of the Jacobian and provides a lower bound for the
measure-theoretic entropy in terms of the Jacobian.

Proposition 5.3. Let (X, p, T, Y, {Yi}ken, 1) be admissible. Assume that J: X — [0,400) is a
Jacobian for T with respect to p. Then J(x) > 1 for p-a.e. v € X, and h,(T) = (u,log(J)).

Moreover, for each Borel function J: X — [0, 4+00), J is a Jacobian for T with respect to u if and
only if J(z) = J(z) for p-a.e. z € X.

The lower bound given above is a classical result in ergodic theory known as the Rokhlin entropy
formula. We refer the reader to [Sa99, Theorem 4.2] for a version for topological Markov shifts and to
[Col2l Corollary 12.1] for a version for finite admissible partitions; see [He25, Proposition 4.3] for the
proof in our context. The uniqueness of the Jacobian immediately follows from [Ro49, Theorem 2.7],
[PUL0, Definition 2.9.2 & Proposition 2.9.5].

Next, we construct a specific Jacobian, define a useful operator, and establish its key properties in
the following proposition. With these properties, this operator can be seen as a normalized transfer
operator, which is essential for the proof of Theorem

Proposition 5.4. Let (X, p, T, Y, {Yi }ken, 1) be admissible. Then the following statements are true:

(i) For each k € N, there exists a nonnegative p-integrable Borel function ® on X such that

Op(z) =0 foreachx ¢ T(Yy) and ,u(T_l(B) NY;) = / O du for each B € B(X). (5.1)
B

(ii) Define a function ¥: X — R by
U(z):=0 foreachzeY® and Y (x):=Pk(T(x)) foreachk €N and each x € Y. (5.2)

Write Y = Y ~\U~L(0). Then there exists a Borel function J,: X — [0,+00) that is a Jacobian
on'Y for T with respect to p and satisfies J,(x) - V(xz) =1 for p-a.e. v € X.

(iii) Denote by L*(X) the space of all Borel functions from X to [0,+00]. Then L,: LT(X) —
Lt (X) given by

L, (u)(z) = Z u(y)¥(y), forue LT(X) andx € X, (5.3)
yeT—1(z)NY

satisfies the following: for all u,v € LY(X), ¢ > 0, and p-a.e. v € X,

Lu(1)(@) =1, (5.4)
Ly(u+v)(r)=Ly(u)(x) + Lu(w)(x), Lu(cu)(z)=cL,(u)(x), and (5.5)

(s L)) = {p, u).

We prove (i) and (ii) by using the Radon-Nikodym theorem to construct ®; and J,, then showing
their reciprocal relationship with ¥ via change of varlables To establish (111) we shall apply the
monotone convergence theorem repeatedly. We prove by testing [, L A du = p(A) for all

Borel A. Finally, (5.5 . follows directly from , and the integration formula is checked on
characteristic functions.

Proof. (i) Fix an arbitrary k € N. Since (X, p, T, Y, {Yi}ken, 1) is admissible, by Definition (i),
(iii), and (v), T is Borel measurable, Yy, T'(Yx) € B( ), and p € M(X,T)NP(X;Y). Define
pe(B) = p(B) and fx(B) = pn((T)y,) ' (B)) = u(T~'(B) NYy) for each Borel subset B C T(Y).
Then py and fij, are both o-finite positive Borel measures on T(Yk) Since p € M(X, T)NP(X;Y), we
obtain that fiy(B) = u(T~1(B)NY;) < p(T1(B)) = u(B) = pk(B) for each Borel subset B C T(Y}).
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This implies that iy is absolutely continuous with respect to . By the Radon—Nikodym theorem,
there exists a nonnegative p-integrable derivative 4 d . Define ®; : X — R by

p(z) = %(w) ?fﬁr € T(Ys);
0 if v ¢ T(Yy).

By construction, ®; is a nonnegative u-integrable Borel function. Moreover, by the definition of the
Radon—Nikodym derivative,

p(T7H(B)NYe) = p(T~H(BNT(Ya)) N Yi) = / O dp = / ®pdy for each B € B(X).
BNT(Y) B

Hence, ® satisfies (b.1]), establishing Proposition (i).

(ii) By 1.' U is a Borel function on X, and thus Y € B(X). We first prove that ,u(N) =1. By
Proposition (5.4 (i) and , we have p(¥71(0) NYy) = M(T_l(i)k 0)) NYy) = fcb 0)Prdp =0 for
each k € N. Since {Yk}keN is a sequence of pairwise disjoint Borel subsets with p(Y') = (UkeN V) =1
by Deﬁnition (iv) and (v), we obtain u(f’) =p(Y)—p(TH0)NY) = 1=,y p(T7H0)NY,) = 1.

Now fix an arbitrary & € N and write Yi = Y U~1(0). Since V¥ is a Borel function, we have
Yj, € B(X). Define v(B) := u(B) and ,(B) = u(T(B)) for each Borel subset B C Yj,. By [Ke95,
Corollary 15.2], it follows from Definition (iii) that T" is a Borel isomorphism of Y} with T'(Yy).
Hence, by Definition (iii) and (v), v and 7, are both o-finite positive Borel measures on ;. We
next prove that 7j is absolutely continuous with respect to v. To this end, consider an arbitrary
Borel set A C Yy, with (A) = 0; we show that u(T(A)) = 0. Indeed, since T is injective on Yj, we
have T~1(T(A)) NY; = A. Thus, by Proposition [5.4| (i),

0= u(A) = n(T @A) ) = | e (5.7)

Since A C Yy, = Yu~U~1(0) and ¥(z) = ®,(T(x)) for each z € Y}, by (5.2)), we have ®4(z) > 0 for each
z € T(A). Combined with (5.7)), this implies that p(T(A)) = 0. Thus, 7 is absolutely continuous with
respect to v;. By the Radon—Nikodym theorem, there exists a nonnegative u-integrable derivative i%z
We define J,, by
dp,

Ju(x) =0 for each z € U71(0) and J,(z):= d—y;:(x) for all k € N and z € Y} (5.8)

We now verify that J, is a Jacobian on Y for T Wlth respect to p. Since Y = Uken Yk, by the
definitions of {vy }reny and {7 }ren, it follows from ) that

Z,u AﬁYk Zyk AﬂYk Z/ %dyk
A

keN keN AL
dl/k
_Z/ _Z/ Judp = / NJudu:/JMdu,
keN An; d keN Any A

for each admissible set A CY for T. Since u(f’) =1, we conclude that J, is a Jacobian on Y.
Finally, we verify that J,(z) - U(z) = 1 for p-a.e. x € X. By [Ke95, Corollary 15.2], it follows from
Definition (iii) that T" is a Borel isomorphism of Y}, with T'(Y) for each & € N. Since J, is a

Jacobian on Y for T with respect to p, by the definition of {7 }ren, we have

p(A) = u(T(A)) = /AJM dp  for each k € N and each Borel A C Y. (5.9)
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Moreover, by Proposition |5.4] (i), we obtain that
W) = (T @)Y = [ dn= [oTaor) = [wan,
T(A) A A

for each k € N and each Borel A C Y. Thus, by and the change-of-variable formula, we
obtain J,(z) - ¥(z) = 1 for p-a.e. x € Uyey Y. Since M(UkeN Yk) = /r(Y) = 1, we conclude that
Ju(z) - ¥(z) =1 for p-ae z e X.

(iii) By Definition (iii) and (iv), we have that Y = (J,cn Yx and T is injective on Y}, for each
k € N. Since ¥ is nonnegative and Borel, the expression for £, (u)(x) given in is the sum of
countably (possibly infinitely) many nonnegative terms for each u € L™ (X) and each z € X. Hence,
L,(u) € L1 (X) for each u € L1 (X), and £,: LT(X) — L™(X) is monotone.

We now establish . By , we have that

L,(1a)(z)= Y 1aw¥(y) = > W(y) for each A € B(X). (5.10)
yeT—1(z)NY yeT—1(z)NANY

Then by -, . Y = Upen Yar (5-1] . the monotone convergence theorem, and pu € M(X,T) N
P(X;Y), we obtain that

/ﬁ du/ > wwan / Z %duz/zj@kdu

yeT—1(z)NY kEN:T—1(z)NY#0 keN
= Z/A% dp=>Y p(T 1 (A)NY;) = M(T_l(A) NY) =pu(T7H(A)) = u(A)

for each A € B(X). This establishes (5.4).

To establish , consider arbitrary u, v € LY(X) and ¢ > 0. By ., we have L,(u +v)(z) =
L, (u)(x) + L,(v)(x) for each z € X. Moreover, L, (cu)(z) = cL,(u)(z) for each z € X and each
nonnegative ¢ € Q. By the monotonicity of L, it follows from the monotone convergence theorem
that £, (cu)(x) = ¢Ly(u)(z) for each ¢ > 0. This establishes (5.5).

Finally, we establish (5.6). Consider an arbitrary D € B(X). Fix k € N and write Dy, .= D NY},.
By (5.10), £, (1p,)(z) = 0 for each = ¢ T(Dy,). Now consider an arbitrary « € T'(Dy). Note that T is
injective on Y}, by Definition (iii). Then the set T~!(z) N Dy contains a unique element, which we
denote by yx(x). Using and , we deduce that £,,(1p,)(z) = ¥(yk(x)) = Px(z). Integrating
this and applying Proposition (i) yields

(u, Lu(1p,)) = /T(Dk)cbk dp = p(T71(T(Dy)) NYy) = pu(Dy).

Thus it follows from (5.10) and Deﬁnition(iv) that (1, £,(1p)) = > pen(s Lu(1p,)) = Y pen #(Dr) =
w(DNY) = u(D), where the last equality holds as p € P(X;Y’). This establishes the identity for

indicator functions. The general result (5.6 for all nonnegative measurable functions then follows
from a standard argument using the monotone convergence theorem. O

The following theorem characterizes Jacobians in terms of an eigenfunction equation for the transfer
operator. This characterization will be key in identifying equilibrium states.

Theorem 5.5. Let (X, p, T, Y, {Yi }ren, 1) be admissible. Assume that J,, is given as in Proposi-
tion[5.4 and J is a positive Borel function on X. Then J is a Jacobian on'Y for T with respect to u
if and only if

Z J(ly) =1 forp-ae x€X, (5.11)
yeT—1(z)NY

log(J) € L' (), and  {u,log(J)) = {(p,log(J,))- (5.12)
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Proof. Let {®p}ren, ¥, and L, be as in Propositionm Write Y ==Y ~ ¥1(0).

We first prove the forward implication. Assume that J is a Jacobian on Y. We show that J
satisfies (]5.11[) and (]5.12[). By Proposition (ii), J, is a Jacobian on Y. By Proposition
J(z) = Ju(z) > 1 for pra.e. x € X. Thus, log(J), log(J,) € L'(p) and (u,log(J)) = (p,log(J,

This establishes ((5.12)

We now establ. By Proposition (ii), there exists a Borel set H; C Y such that u(H;) = 1
and J(z) - ¥(z) = 1 for each z € H;. For each x ¢ T(Y \ Hy), we have T~!(z) N'Y C Hj, and hence
J(y) - ¥(y) =1 for each y € T~L(x) NY. Since J is a Jacobian on Y, it follows from u(Y ~ Hy) =0
that pu(T'(Y ~ H = 0. Thus, for p-a.e. x € X, we have J(y) - ¥(y) = 1 for each y € T (x) NY.
Combined with , this implies that }°, cp1 )y J( 5 = 2yer1(@ny Y(¥) = Lu(lx)(x) =1 for
p-a.e. x € X.

We now establish the backward implication. Assume that J satisfies and . We show
that J is a Jacobian on Y. By Proposition (ii), there exists a Borel set Hy C Y such that pu(Hs) = 1
and J,(z) - ¥(x) =1 for each € Hy. For each x ¢ T(? \ H3), we have T~!(z) NY C Hy, and hence
Ju(y) - ¥(y) =1 for each y € T~ (z) NY. Since Jy, is a Jacobian on Y, it follows from u(}; N Hy) =0

that ,u(T(? ~ Hg)) = 0. Thus, we obtain that

for p-ae. v € X, Ju(y)-¥(y)=1 foreachye T *(z)N Y. (5.13)

Since J is a positive Borel function and J,, is a nonnegative Borel function, we have .J, / J e LT (X).

By , V=Y~ v=1(0), , and 1' we obtain that for uy-a.e. z € X,
J L J ]
L)) = Y W) Z Ju() ¥ (y)

per iy W o W
(5.14)
. 1< Z Ly
J(y) = J )
JeTTnT () oy 7 W)
By (5.6) and (5.12)), we obtain that
The last inequality holds since z > 1 + log(;v) for each x > 0, with equality if and only if x = 1.
Thus, all inequalities in (5.15) are equalities Hence Ju(z) = J(x) and L,(J,/J)(z) =1 for p-a.e.

x € X. This implies that the inequality in is an equahty Since J is a p051tlve function, we have
T-Y2)NY =T (x)NY for p-a.e. v € X. For each x € T(Y\Y) we have T-1(z)NY £ T~ Yz)NY.
This implies u(T(Y \Y)) = 0. Since J,, is a Jacobian on Y and J(z) = Ju(zx) for p-ae. x € X, we

conclude that J is a Jacobian on Y. By ,u(Y) = 1, we obtain u(T(A4)) = p(T (AHY)) w(T (A\EN/)) =
fAm,J dp+0= fAJ dp for each admissible set A CY. Therefore, J is a Jacobian on Y. |

Recall the definition of M(X,T;Y,J) from . For each triple (X, p, T') satisfying proper-
ties (i) and (ii) in Definition each Borel Y C X such that there exists a unique Jacobian J,
(cf. Proposition for T' with respect to u for each p € M(X,T)NP(X,Y), and each Borel function
¢: X — R, we define

E(T,0;Y) ={pne€&(T, o) NP(X;Y) : hy(T) = (p,log(Ju))}, (5.16)

Indeed, for a Borel subset Y C X satisfying that there exists {Y} }xen such that properties (iii) and (iv)
in Definition are satisfied, the existence and uniqueness of the Jacobians follow from Proposi-
tions (ii) and Moreover, for Y with a weaker assumption, the uniqueness and existence of
Jacobians still hold (cf. Lemma [5.7)).

Combining Theorem with the definition of equilibrium states yields the following result, which
provides a verifiable criterion for identifying equilibrium states.
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Theorem 5.6. Let (X, p, T, Y, {Yi}ren, 1) be admissible, and ¢: X — R be a Borel function with
(u, ®) € R. Suppose that J is a positive Borel function on X which satisfies the following properties:

(i) There exists a bounded Borel function h: X — R such that for each v €Y,
J(z) = exp(P(T, ¢) — ¢(x) + h(T'(z)) — h(z)).
(ii) > ﬁ =1 for each x € ey, T'(Y).
yeT—1(z)NY
Then p € M(X,T;Y,J) if and only if p € E(T, ;Y.

Proof. Since h is a bounded Borel function and p € M(X,T), we have (i, h) = (u, hoT) € (—o0, +00).
Since J satisfies property (i), u € P(X;Y), and (i, ¢) < 400, we obtain that

(p,log(J)) = P(T',¢) = (p, &) + (u,h o T) — {p, h) = P(T', ¢) — (i, §). (5.17)
By Proposition (ii), there exists a Borel function J,,: X — R that is a Jacobian for T with respect
to u.

We first establish the forward implication. Consider p € M(X,T;Y,J). Since p € P(X;Y), it

follows from that J,(z) > J(z) for p-a.e. 2 € X. By (5.17), (3.2), and Proposition [5.3} we have

(s log () = P(T, ) — {1, 8) = h(T) > (. log (). (5.18)
Since J,(z) > J(x) for p-a.e. € X, the inequalities in must be equalities, which implies
€ E(T, ¢) and hy(T) = (p,log(J,)). This implies p € (T, ¢;Y) (recall (5.16)).

We now establish the backward implication. Suppose p € E(T,¢) and h,(T) = <,u,log(Ju)>.
By and , we obtain (y,log(J,)) = hu(T) = P(T,¢) — (u, ) = (u,log(J)). Since p €
M(X,T)NP(X;Y), we have 1 > pu(T*(Y)) > u(Y) = 1 for each i € No. Thus p((Nen, TYY)) = 1.
Since J satisfies property (ii), by Theorem J is a Jacobian on Y for T" with respect to y. By ,
we conclude that p € M(X,T;Y, J). O

Finally, we state the following lemma to weaken property (iii) in Definition

Lemma 5.7. Let (X, p, T, Y, {Yi}ren, 1) satisfy properties (i), (ii), (iv), and (v) of Definition [5.9
Assume that Yy, is admissible for T for each k € N. Then there exists a sequence {Y}}ren of Borel
subsets such that (X, p, T, Y, {Y}ren, 1) is an admissible sextuple.

Proof. Set Y/ =Y} \ Ui;ll Y, for each k € N. Then we have J,cn Y/ = Upen Y& = Y. By Defini-
tion it follows from Y, C Y}, that Y} is admissible for 7" for each k € N. Hence, by definition,
{Y/}ren is a sequence of pairwise disjoint admissible sets for 7', which implies that property (iii)
of Definition is satisfied for the sextuple (X, p, T, Y, {Y/}ren, ). Therefore, by Definition
(X, p, T, Y, {Y] }ren, p) is admissible. O

5.2. Proof of Theorem Theorem follows immediately from the following theorem.

Theorem 5.8. Let (X, p, S, {Xn}nen, {Tn}nen) be a uniformly computable system, andY,, be an open
subset of X,, for each n € N. Assume that there exist two recursively enumerable sets K and L with
L CNx K, and a sequence {Yy 1} per of uniformly lower semi-computable open sets in (X, p, S)
such that Y,y is admissible for T,, and Y, = U(n,k)eLn Y, k, where Ly, = {(n,k) € L : k € K} for
each n € N.

Suppose {Jp }nen is a sequence of uniformly lower semi-computable functions Jp,: X — [0, 400) with
respect to {Yy, bnen such that Jy, is nonnegative on'Y,, and Borel for eachn € N. Then {M(X, Ty; Yn, Jn) }nen
is uniformly recursively compact in (P(X), W,, Qs).

Proof of Theorem [1.3l By Theorem {M(X,T; Yo, Jn) }nen is uniformly recursively compact
in (P(X), W,, Qs). By Proposition (i), since {K, }nen is uniformly recursively compact, so is
{M(X,T,; Yy, Jn) N Kptnen. Note that M(X, Th; Ya, Jn) N K, = {pn} for each n € N by .
Therefore, by Proposition (i), {tn}nen is uniformly computable in (P(X), W,, Qs). O
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We devote the rest of this subsection to a proof of Theorem[5.8, Our proof proceeds by constructing
a sequence of uniformly lower semi-computable open sets and expressing the set M(X,T,;Y,, J,) as
the complement of their union. The uniform recursive compactness then follows from established
properties of recursively compact spaces.

Proof of Theorem [5.8. By Proposition there exists a sequence {75}scn of uniformly com-
putable functions 75: X — R such that {75 : s € N} is dense in C(X). By the computability of the
absolute value function, the sequence {Tj }s cy 1S a sequence of uniformly computable functions. Since
{Y,, k} (n,k)er is uniformly lower semi-computable open, by Proposition there exists a sequence
{hm.n k} [(n,k))enxr of uniformly computable functions iy, : X — R such that for each (n,k) € L,
the followmg propertles are satisfied:

(i) For each x € X, {hyn k(%) }men is nondecreasing and Ay, p k() — Ly, , () as m — +oo.
(ii) For each m € N, Ay, , (x) > 0 for each € X and hy, 5, () = 0 for each = ¢ Y}, .
We define for all m,s € N, z € X, and (n,k) € L

S(y)-h ry e if © € T(Yo k)i
Wrrr),b,l;(x) — Sup{Ts (y) m,n,k(y) yed, (l’)} I xe ‘ ( 7k) (519)
’ 0 otherwise,
Vit (@) = Jn(z) - +(rz:) Tk (), and (5.20)
Uk = {u e P(X) : (p, Witk = Vi) < 0} (5.21)

We first establish the following claim.

Claim 1. {\Ifﬁlk”s} is uniformly lower semi-computable open in (P(X), W,, Qs).

(m,s,(n,k))EN2XL
Proof of Claim 1. Let Sg = {¢y }ven (see Subsection. First, we show that {Wﬂl’;}(m 5.(nk))EN2X I

is a sequence of uniformly upper semi-computable functions. Denote @, = (—o0, g,) for each v € N.
Indeed, it is not hard to derive from (5.19) and property (ii) of {hynk}(m,(nk)enxr that

X if ¢, < 0;
Tn((7+ . hm,n,k)_l(Qg)) otherwise

s

(Wik)H(Qs) = { (5.22)

for all m, s, v € N, and (n,k) € L.

By the uniform computability of {T+} seN and {h, k} (n,k))eNx L, Proposition implies that

+
{TS ’ hm,n,k} (m,s,(n,k))EN2 X L
uniformly lower semi-computable open in (]R, dr, S@), by Proposition the sequence {(7’5"r

is a sequence of uniformly computable functions. Slnce {Quv}ven is

P, k)_l Qv) }(msv (k) EN*x L is uniformly lower semi-computable open in (X, p, §). Note that
(75" - hnne)(QS) = (73 - hmm) ™ (@) for all m, s, v € N, and (n,k) € L. Then since X is

recursively compact in (X, p, S), by Proposition|3.20| (iii), { (7" hm,n.k) _I(Qi)}(m s, (nk)) ENP X L is uni-

formly recursively compact. Note that by property (ii) of {Amn.k}(m,n.k)enxr and the hypotheses of
Theorem we have that (Tj-hm7n7k)_1(Qf,) CY,r C X, forallm, s, veN, and (n,k) € L. Hence,
since {7}, }nen is a sequence of uniformly computable functions with respect to { X}, }nen, by Proposi-
tion [3.20[ (v), we obtain that {75, ((7s" - ~mnk) 1(Qf))) }(m,s o (k) ENSx L, 15 uniformly recursively com-

pact. Since X is recursively compact, and Sg = {¢y }ven, by (5.22), {(W,ﬁlz)_l(Qf})}(m 50, (nk)) ENP X L

is uniformly recursively compact. Thus, since (Wff@];)fl(Qf}) = ((Wﬁ’,i)fl(Qv))c for all m, s, v € N,
and (n, k) € L, by Proposition |3.20 (ii), the sequence {(Wﬁ’é)_l(Qv)}(m s, (nk))EN X L is uniformly

lower semi-computable open. Hence, it follows from the implication from (ii) to (i) in Proposition

that {Wffll; is a sequence of uniformly upper semi-computable functions.

} (m,s,(n,k))EN2X L
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We next show that {Vﬁlgf}(m 5.(nk))ENZX L

tions. Denote R, = (qu,+00) for each v € N. Since {7;} seny A { Pk} (m,(nk)eNxL are se-
quences of uniformly computable nonnegative functions, and {.J, },cn is a sequence of uniformly lower
semi-computable functions with respect to {Y}, }nen, by (5.20]), Definition and Proposition

{Vﬁjlg}(mjsy(n’k)) cN2x g, 1S @ sequence of uniformly lower semi-computable functions with respect to

is a sequence of uniformly lower semi-computable func-

{Y,}nen. Hence, by Proposition [3.16] there exists a sequence {Yﬁ?v} (m of uniformly

,8,0,(n,k))EN3 X L
lower semi-computable open sets such that (Vﬂz’j]s€ 71(R yNY, =Yy S »NY, forall m, s, v € N and
(n,k) € L. Indeed, it is not hard to derive from ([5.20) and property (11) of { Pk} (m,(nk))enxz that

X if ¢, < 0;

fi 11 , S, GN, d 7]{; c L. 5.23
Yn@b’lgvﬁYn otherwise o H Y and (n, k) (5.23)

(Vik) " (R,) = {
Since {Y),}nen and {Ym’sv} (mus (k) eN3x L, AT both uniformly lower semi-computable open in
(X, p, §), by Proposition [3.20] (ii), (ii ), and Proposition (ii), it follows from the recursive com-

pactness of X that {Yﬁlsﬂv ny, } is uniformly lower semi-computable open. Since

m s,0,(n,k))EN3 X L
So = {qv}ven, by (5.23), {(V,Z’;) R, }(ms o (k) ENSX is uniformly lower semi-computable open.
Thus, by Proposition [3.16] we conclude that {Vg’;}
semi- Computable functions.

Since {Wms} (mys,(n,))EN2X L (resp. {Vm”jlg}(m787(n7k))eN2xL) is a sequence of uniformly upper (resp.

is a sequence of uniformly lower

(m,s,(n,k))eN2x L

lower) semi-computable functions, by Definition [3.15| {Wﬁ@ V" ok is a Sequence of

m, s n k) JEN2X L
uniformly upper semi-computable functions. Thus, by Corollary [3.28, (5.21]), and Proposition

we conclude that { ¥ s}(m smkyeNzx 18 uniformly lower seml—computable open in (P(X), W,, QS).
This establishes Claim 1.
We now characterize the set M(X,T,; Yy, Jn) (recall (1.2)).

Claim 2. M(X,Ty; Yn, Jn) = P(X) N Upn,s)ev2 Upnpyer,, \1121’“8 for each n € N.

Proof of Claim 2. We fix an arbitrary n € N and establish our claim by showing that these two sets
are mutually inclusive for n.

Suppose p € P(X) \ Upn,s)enz U ke, \Ifnk By (5.21)), we have (u, W,%I§> > (p, V£;§> for all
m, s € N, and (n,k) € L,. Consider an arbitrary (n,k) € L,. Since Y, is admissible for T,, by
[Ke95l, Corollary 15.2], T}, is a Borel isomorphism of Y, j with T, (Y, ). It follows from and

(5.20) that

/ (7'S+ . hm%k) o (Tn|Yn,k)_1 dp > <,u, I - ’7’: . hm,n7k> for all m, s € N. (5.24)
Tn(Yn k)

Letting m — 400 in and applying the monotone convergence theorem, we derive from proper-
ties (i) and (ii) of {hmnk} [(n,k))enx that

/ o (Tn|Yn,k)_l du = / (Jn-75)dp  for each s € N. (5.25)
n( nk) Y,

N,k
For each A € B(X), we define 1 1 (A) = w(Tn(ANY, k) and pop k(A) = fAmYn o dp. Then piy i
and pg 1 are finite Borel measures on X. By the change of-variable formula and , we have
<,u1 ks Ta > > <u2 ks Ty > for each s € N. By Proposmon 1} for each AeB(X), p(Th(ANYy, ) =
fAmY Jn dp. Thus, since Y, = U(n k)eLn Y, k, we obtain that ;u(T,(A)) > [,Jn du for each admissible
set A Q Y,, for T,,. By . this implies that p € M(X,T,;Y,, Jn).

Conversely, consider an arbitrary pu € M(X,T,; Yy, J,). Note that T, is a Borel isomorphism of
Y, r with T5,(Y, 1) for each (n,k) € L. Then by (5.19), (5.20), the change-of-variable formula, and
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property (ii) of {Am .k} (m,n,k))enxL, We obtain that

[Witans [ o (i) = [ (2 Bl (i)
Tn(Yn,k) Yn,k
> / (T 7 ) dpt = / (Jn -7 i) di = / Vs dp.
Yn,lc

for all m, s € N and (n,k) € L,. By 1D this implies that u ¢ \IJ%{Z, establishing Claim 2.

By Propositionand Claim 1, {U(m7s)€N2 U(n,k)ELn \Ilfrfs}neN is uniformly lower semi-computable
open in (P(X), W,, Qs). Since X is recursively compact in (X, p, S), by Proposition we have
that P(X) is recursively compact in (P(X), W,, Qs). By Proposition (iii) and Claim 2, we
conclude that {M(X,T,;Y,, Jn)}nen is uniformly recursively compact in (P(X), W,, Qs). O

5.3. Applications of Theorem In this subsection, we demonstrate how to apply Theorem
to different systems by constructing appropriate sequences {/C,, }nen, with the main applications being
Theorems [5.10 and 5111

We state the following hypotheses under which we establish our results.

The Assumptions.

(i) Let (X, p, S, {Xn}nen, {Tn}nen) be a uniformly computable system. Let {Y}},en be a se-
quence of open sets and {J, },en be a sequence of Borel functions that satisfy the hypotheses
of Theorem [£.8

(ii) Let ¢,: X — R be a bounded Borel function for each n € N.

(iii) For each n € N, properties (i) and (ii) in Theorem are satisfied in the case where T := T,,,
Y =Y, J:=J,, and ¢ = ¢,.

(iv) {Cp}nen is asequence of uniformly recursively compact subsets in (X, p, S) such that card(Cy,
Y,) < +oo and E (T, ¢n; Yn) NP(X;CnNY,) = {uy} for each n € Nﬂ

(v) H and I are nonempty recursively enumerable sets with H C N x I. Moreover, {pn i} (nieH
is a sequence of uniformly computable points such that {py; : (n,4) € Hy} is the union of the
set Cp, \ X, and the set B, of periodic points of T, in C,, N (X,, \ Y;,) whose orbits for T}, are
contained in C,, N X,,, where H,, := {(n,7) € H : i € I} for each n € N.

We need the following lemma, whose proof is verbatim the same as that of [LS24bl Lemma 6.3 (iii)].

Lemma 5.9. Let (X, p) be a compact metric space, T: X — X be a Borel-measurable transformation,
and p € M(X,T). Suppose x € X satisfies p({x}) > 0. Then x is a periodic point of T. If we assume
in addition that pu is ergodic, then p = %Z?;ol Ori(z), where n is the period of x.

We now consider dynamical systems satisfying the hypotheses of Theorem and the Assumptions.
Before detailing the technical statements, we emphasize their applicability to expanding Thurston
maps and rational maps. Specifically, Theorem can be applied to establish the computability of
equilibrium states for expanding Thurston maps with Holder continuous potentials. As a corollary,
Theorem [5.11]directly implies the computability of equilibrium states for rational maps with hyperbolic
Holder potentials.

However, a full treatment of general potentials requires verifying the computability of the associ-
ated Jacobians, a task that relies on independent techniques such as the cone method introduced in
[BHLZ25, Subsection 4.1]. To demonstrate the efficacy of our approach while avoiding the extensive
technicalities associated with these estimates, we restrict our explicit application in this article to
expanding Thurston maps with the zero potential (see Theorem [1.4]).

6For the definition of the set Eo(Tn, dn; Yn), see ; its existence and uniqueness are discussed immediately
thereafter.
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Theorem 5.10. Under the Assumptions, assume, in addition, that the following statement is true:

There exists a sequence {Un.i &} ((n,i),k)erxn of uniformly lower semi-computable open sets in (X, p, S)
such that pn; € Uy 1, for all (n,i) € H and k € N. Moreover, there exists a sequence {tn i k } ((n,i),k)eHxN
of uniformly computable real numbers such that for each (n,i) € H,

;inlgrt”’i”“ =0, and pn(Upik) <tnir for each k € N. (5.26)
€

Then {pm tnen is uniformly computable in (P(X), W, Qs).
Proof. Define for each n € N,
Kn={pneP(X;Cn) NM(X,T0; Xp) : (Un i) < tnip for all k € Nand (n,i) € Hy}. (5.27)

First, we establish the uniformly recursive compactness of {/Cy, },cn as follows.

Claim 1. {ICp,}nen is uniformly recursively compact in (P(X), W,, Qs).

Proof of Claim 1. Since (X, p, S, {Xn}nen, {Tn}nen) satisfy the Assumptions, in (X, p, S), X
is recursively compact, {X,}nen is uniformly lower semi-computable open, and {7, },en is a se-
quence of uniformly computable functions with respect to {X,}nen. Thus, by Proposition m
{M(X,Ty; Xp) }nen is uniformly recursively compact in (P(X), W,, Qs).

Moreover, since in (X, p, S), X is recursively compact, and {C), },en is uniformly recursively com-
pact, by Proposition (ii), {X ~ Cp}nen is uniformly lower semi-computable open. Note that by
definition, P(X;Cy) = {u € P(X) : u(X~Cy) < 0} for each n € N. By Corollary([3.29, {P(X; Cy) }nen
is uniformly recursively compact in (P(X), W,, Qs).

Since in (X, p, §), X is recursively compact, {Un’@k}((n’i),k)e HxN 18 uniformly lower semi-computable
open, and {tn,i,k}((m),k)e HxN 1s a sequence of uniformly computable real numbers, by Corollary
Hp € P(X) : pu(Unik) < tnik}}((ni)k)erxn s uniformly recursively compact in (P(X), W, Qs).
Combined with the uniformly recursive compactness of {P(X;Cy)}neny and {M(X, T5; X5) bnen, by

Proposition and ((5.27)), this implies that {K, },en is uniformly recursively compact.
Next, we establish the following claim.

Claim 2. M(X,T,; Yy, Jn) N Ky, = {un} for each n € N.

Proof of Claim 2. We consider an arbitrary n € N and prove our claim for n.
First, we show that

M(X, Ty; Yo, Jn) "NM(X, T X)) NP(X;CLNYs) = {pn}- (5.28)

Since {Y), }nen satisfies the hypotheses of Theorem there exist two recursively enumerable sets
K, L with L C N x K, and a sequence {Yn,k}(n,k)eL of open sets such that Y, ; is admissible for
T, for each (n,k) € L. Since L is a recursively enumerable set, there exists a function f: N —
Ly with f(N) = L. Define Y}, = Yyum ~ UrS! Yy for each m € N. Then by Definition
(X, p, Tn, Y, {Y,), }men, 1) is admissible. Note that ¢, is a bounded Borel function by item (ii) in
the Assumptions. Then we have (u, ¢,) € R for each p € P(X) and each n € N. Hence, by item (iii)
in the Assumptions and Theorem we obtain that M(X,T,,; Y, J,) "M(X, T,,) NP(X; C,NY,) =
Eo(Tn, on; Yn) NP(X;CpNY,). Note that Y, C X, by item (ii) in the Assumptions. Then by ,
we have M(X,T,,; X,,) N P(X;C, NY,) = M(X,T,) N P(X;C, NY,). Thus, by item (iv) in the
Assumptions, we obtain that M(X,T,;Y,, J,) "M(X,T,,; X, ) NP(X;C,NY,) = M(X,T; Ve, Jn) N
M(X,T,)NP(X;C,NY,,) = E (T, on; Yn) NP(X;CNYy) = {n}-

Now we prove our claim by showing that these two sets are mutually inclusive. Indeed, by
and , in € K. Hence, by , we obtain that p, € M(X,T,;Y,, J,) N K.

Finally, we show that M(X,T,; Yy, Jn) N Ky, C {u,}. We argue this for n by contradiction and
consider a measure u € M(X,T,;Y,, J,) N K, with g # p,. Then it is not hard to derive from
that u € P(X;Cp) NP(X;C,NY,). Note that card(C,, \Y,) < 400 by item (iv) in the Assumptions.
Thus, since p € P(X;Cp) ~ P(X;C, NY,), we have u({zo}) > 0 for some zp € C), \Y,. Then
we show that p € P(X;X,) N M(X,T,). By the assumptions in Theorem Pni € Upiy for all
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(n,i) € H, and k € N. Hence, by u € K,, it follows from that 0 < pu({pni}) < p(Un,ik) < tnik
for all (n,i) € H, and k € N. Note that infzent, ;r = 0 for each (n,i) € Hy, by . Then we
have u({pn,i}) = 0 for each (n,i) € H,. Hence, by item (v) in the Assumptions, we obtain that
w(Cr \ X)) = p(By) = 0. Note that p € P(X;Cp) N M(X,T,; X,) by p € Ky, and (5.27). Then
by , we have p € P(X;X,) N M(X,T,,; X,,) = P(X; X,,) N M(X,T,,). Hence, by Lemma
it follows from p({zp}) > 0 that xy is a periodic point of T,, in C,, N (X, \Y,,). Moreover, by
uw € P(X;C,NX,), the orbit of zy for T, is contained in C, N X,,. Thus, xy € B,, by the definition
of By,. This implies that u(B,) > u({xo}) > 0, which contradicts with u(B,) = 0. Hence, we obtain
that M(X, Ty; Yy, Jn) N Ky, € {pn}. This completes the proof of Claim 2.

By Claims 1 and 2, {K,, },en is uniformly recursively compact and satisfies ((1.3]). Hence, it follows
from Theorem [1.3| that {1, }nen is uniformly computable in (P(X), W,, Qs). O

We now consider dynamical systems satisfying the hypotheses of Theorem [1.3|and the Assumptions
whose maps T}, are uniformly contracting near all periodic orbits in B,, for T,.

Theorem 5.11. Under the Assumptions, assume, in addition, that the following statements are true:

(i) C,, € X, for each n € N.

(ii) There exists a computable function m: H — N and two sequences {Tn i} (niyer and {\ni}mieH
of uniformly computable real numbers such that for each (n,i) € H, m(n,i) is the period of
Dy for Ty, r; >0, 0 < Ay <1, and

p(Pnis T (@) < M- ppnis @) for each q € B(pnisTn.i).
Then {fin }nen s a sequence of uniformly computable measures.

Proof. We establish that ji,(B(pn,i, n,i)) = 0 for each (n,i) € H. We consider an arbitrary pair
(n,i) € H and define B(l) = T,llm(”’z)(B(pn’i, i) for each [ € Ny.

By item (iv) in the Assumptions, it follows from C,, C X,, that p,,; € B, C C,,N(X,\Y;) = C,\Y,,.
Note that u, € P(X;C, NY,) by item (iv) in the Assumptions. Then we have p,({pni}) = 0.
Moreover, by the definition of {B(l)}en,, it follows from u, € & (Tp, ¢n;Yn) € M(X,T,) that
pn(B(0)) < pn(B(l)) for each I € Ng. Since A, ; € (0,1), we have B(l) C B(pn,i,rn,i)\im) C B(0)
for each | € Nyg. Thus, we have u,(B(0)) = ,un(B(pn’i,rn,iAlm)) = pn(B(1)), hence, pun(B(0) \
B(pn7i,rn7iA;7i)) = 0. Letting I — 400, we obtain that j,(B(0) \ {pn,i}) = 0. Combined with
bin({pn3}) = 0, this proves that i (B(ns ) = 0.

By Proposition it follows from the uniform computability of {7y, ;} (i) and {Pni}(ni)em that
{B(Pn.i>Tn,i) } (ni)er 15 a sequence of uniformly lower semi-computable open sets in (X, p, S).

Therefore, by the above result, the hypotheses of Theoremare satisfied with Uy, ; x = B(Pn,i» Tn,i)
and t, ;1 = 0 for each (n,7) € H and each k € N. Hence, it follows from Theorem that {tn }nen
is uniformly computable in (P(X), W,, Qs). O

6. COMPUTABILITY OF EQUILIBRIUM STATES FOR EXPANDING THURSTON MAPS

In this section, we consider a class of nonuniformly expanding maps on the topological 2-sphere
known as expanding Thurston maps. There has been active research on both thermodynamic formalism
for expanding Thurston maps (see e.g. [BM10, BM17, [HP09, [Li18| [Li15] [Lil7, [LS24b]) and algorithmic
aspects of these maps (see e.g. [SY15, RSY20]).

We first review the definition of expanding Thurston maps, along with some key concepts and re-
sults. Then in Subsection [6.2] we focus on Misiurewicz—Thurston rational maps and apply Approach I
(see Theorem to establish Theorem Finally, in Subsection we study computable expand-
ing Thurston maps whose critical points are computable. By Theorem their measure-theoretic
entropy functions may not be upper semicontinuous, which prevents us from using Approach I (see
Theorem to demonstrate the computability of their corresponding equilibrium states. Instead, we
apply Approach II (see Theorem to prove Theorem
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6.1. Expanding Thurston maps. We review some key concepts and results concerning expanding
Thurston maps. For a more thorough treatment of the subject, we refer the reader to the monographs
[BMI7, [Lil7).

Let S? denote an oriented topological 2-sphere and f: S? — S? be a branched covering map. We
denote by degy(r) the local degree of f at z € S2. The degree of f is deg f = erf—l(y) degs(z) for

y € S? and is independent of y.

A point x € S? is a critical point of f if degs(z) > 2. The set of critical points of f is denoted
by crit f. A point y € S? is a postcritical point of f if y = f*(z) for some x € crit f and n € N.
The set of postcritical points of f is denoted by post f. If card(post f) < +oo, then f is said to be
posteritically-finite.

Definition 6.1 (Thurston maps). A Thurston map is a branched covering map f: S? — S? with
deg f > 2 and card(post f) < +o0.

We can now define expanding Thurston maps.

Definition 6.2 (Expanding Thurston maps). A Thurston map f: S? — S? is called expanding
if there exists a metric d on S? that induces the standard topology on S? and a Jordan curve C C S?
containing post f such that

lim sup{diamd X : X is a connected component of f~" (52 ~ C)} =0.

n—-+00

For an expanding Thurston map f, we can fix a particular metric d,, on S? called a visual metric for
f. Such a metric induces the standard topology on S? ([BMI17, Proposition 8.3]). For the existence
of such a metric, see [BM17, Chapter 8]. For a visual metric d, for f, there exists a unique constant
A > 1 called the ezpansion factor of d, (see [BM17, Chapter 8] for more details).

We summarize the existence and the uniqueness of equilibrium states for expanding Thurston maps
in the following theorem, which is part of [Lil8 Theorem 1.1].

Theorem 6.3 (Li [Lil8]). Let f: S%? — S? be an expanding Thurston map, and d, be a visual metric
on S? for f. Assume that ¢ € CO’O‘(SQ,CZU) is a real-valued Holder continuous function with an
exzponent a € (0,1]. Then there exists a unique equilibrium state ug for f and ¢.

The main tool used in [Lil§] to develop the thermodynamic formalism for expanding Thurston maps
is the Ruelle operator. We recall the definition of the Ruelle operator below and refer the reader to
[Li17, Chapter 3.3] for a detailed discussion.

Let f: S? — S? be an expanding Thurston map and ¢ € C (S 2) be a real-valued continuous function.
The Ruelle operator Ly (associated with f and ¢) acting on C(SQ) is given by

Lo(u)(x):= Y degs(y)uly)exp(¢(y)) (6.1)

yef~(z)

for each u € C(SQ). Note that Ly is a well-defined and continuous operator on C(SQ).

Recall that the measure-theoretic entropy function of a continuous map 7: X — X defined on a
compact metrizable topological space X is the function p — h,(T") defined on the space M(X,T)
equipped with the weak™* topology.

The following result regarding the upper semicontinuity of the measure-theoretic entropy function
is established in [LS24b, Theorem 1.1], extending [Lil5l Corollary 1.3].

Theorem 6.4 (Li & Shi [[S24h]). Let f: S? — S? be an expanding Thurston map. Then the
measure-theoretic entropy function of f is upper semicontinuous if and only if f has no periodic
critical points.
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6.2. Misiurewicz—Thurston rational maps. We apply Theorem to show the computability of
equilibrium states for Misiurewicz—Thurston rational maps.

A Misiurewicz—Thurston rational map is a postcritically-finite rational map on the Riemann sphere
C without periodic critical points. We remark that a postcritically-finite rational map is an expanding
Thurston map (in the sense of Definition if and only if it has no periodic critical point (see [BM17,
Proposition 2.3]). To discuss the computability of rational maps, we give a computable structure of
C as follows.

Proposition 6.5. Let S((@) = {Sn}nen be an enumeration of Q(A) ={a+bi:a,beQ} such that
there exists an algorithm that for each n € N, upon input n, outputs p1, q1, 71, P2, q2, 12 € N with

Sp = (—1)" Zi +(=1) 531. Then ((C o, S((C)) is a computable metric space in which C is recursively

compact, where o is the chordal metric on C.

The above result immediately follows from Definitions 3.4} [3.24, and Proposition We call such
an enumeration given in Proposition [6.5| an effective enumeration of Q( )

The following result states that there exists an algorithm that computes all zeros of a computable
polynomial (cf. [BY09, Proposition 3.2]; see also [He25, Theorem 3.38]).

Lemma 6.6. Let S(@) = {Sn}nen be an effective enumeration of Q(([AI) ={a+bi:a, beQ}. Then
there exists an algorithm that satisfies the following property:

For all k, 1 € N, and complex polynomial p of degree k, this algorithm outputs a sequence {qi}f-“:1 of
integers such that there exists an enumeration {xi}le of all the zeros of p (counting with multiplicity)
satisfying that J(Sqi,(L‘Z’) < 27 for each integer 1 < i < k, after we input the following data into this
algorithm:

(i) the integers k and l,
(ii) an algorithm computing all the coefficients of the polynomial p.

In this subsection, we investigate computable Misiurewicz—Thurston rational maps, i.e., Misiurewicz—
Thurston rational maps f = hj/hy for which the coefficients of the polynomials hq, hy are all com-
putable. Here hi, hy are two polynomials without common roots. We now design an algorithm to
compute the Ruelle operator £, (recall (6.1])).

Proposition 6.7. There exists an algorithm that satisfies the following property:

For alln,m € N, ¢, u € C(@,U), a Misiurewicz—Thurston rational map f = hi/ha, and x €
C - {fl(oo) 1<K m}, the algorithm outputs a rational 2~ "-approrimation of Egl(u)(x), given the
following input data:

(i) an algorithm computing the function ¢ : C— R,
(ii

(ii

)
)
iv)
)

an algorithm computing the function u : C— R,
an algorithm computing all the coefficients of the polynomials hy and ho.

(iv) an oracle 7 : N — N for the point x,

(v

Proof. Since we can compute the function Egl (u) by iterating the operator L4 on the function u, by
, it suffices to establish the algorithm in the case where m = 1.

First, we consider the preimage of z € C - {f(c0)} with respect to f and define the polynomial
g(2) == hi(2) — zhy(2) for each z € C. Since z # f(c0), we have deg(g) = max{deg(h1), deg(hs)} =
deg(f) and can use data (iii) and (iv) to compute all the coefficients of g. By Lemma we can
compute all the zeros {y;}¥_, of g (counting with multiplicity). Since z # f(cc), the zeros {y;}%_, of
g correspond precisely to the preimage of = with respect to f (counting with multiplicity). Thus, by

the integers n and m.
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(6.1]), we obtain that
k
Y degg(y)uly) exp(e Z u(yi) exp(d(yi)).

yef—(z)
Note that the exponential function exp: R — R is computable by Example Then we can use
data (i) and (ii) to compute the value of Ly(u)(z). O

We now prove the computability of the topological pressure P(f, ).

PropositioAn 6.8. Let f: C—Cbea computable Misiurewicz—Thurston rational map, d, be a visual
metric on C for f, and o € (0,1]. Then there exists an algorithm that for all n € N and ¢ €
Ccoe (C, dv), outputs a rational 2" -approximation of P(f, ), after inputting the following data:
(i) an algorithm ® computing the function ¢,
(ii) @ rational number R with |¢|a.q, < R,
(iii) the integer n.
Proof. First, we design an algorithm Mo (P, R, n) as follows for each given C' € Q. We begin with
computing N € N with N > 2"t1CR. Let 8( ) = {sp}nen be an effective enumeration of Q( )
Then by computing the distance between ideal points and points in { fi(oo):1<i< N }, we can find
m € N such that s, € C ~ {fl(oo) 1 <i < N}. Note that the logarithm function log: Rt — R is
computable by Example By employing the algorithm ® and the algorithm in Proposition
we can compute and output the value v such that
v —w| <277t where w = N1 log(ﬁN( &) (5m)).
By [Lil8| Lemma 5.15], there exists Cp € Q such that

‘log(ﬁg(l(@)(aﬂ))‘ < Coldlaa, forallze C,neNy, and ¢ € CO’O‘(@,U), (6.2)

where 3(z) i= 6(z) — P(f, 9).
Finally, we demonstrate that the algorithm Mg, (®, R,n) outputs v with |[v — P(f,¢)| < 27"
Indeed, by the definition of M¢,(®, R,n) and (6.2)), we have

[w = P(f, )| = [N log(e MU LY (15) (20)) | < N7 log(£5 (Lg) (z0))| < NT'CoR < 277"
Hence, by |v —w| < 27771, this implies that |[v — P(f,¢)| < 27" O
Now we can apply Theorem [I.1] to prove Theorem

Proof of Theorem [1.2l By [Ly83| Corollary 1, p. 379], the measure-theoretic entropy function v
hy(f) is upper semicontinuous. By the hypothesis of Theorem we have E(f, ¢n) = {un} for each
n € N. Hence, to prove Theorem 1 . 1.2 by Theorem it suffices to verify that the sequence {¢n, }nen
of functions ¢, : C — R satisfies properties (i) and (11) in Theorem |1.1|in the case where T), := f for
each n € N.

We first apply Proposition [6.8 - to show the uniform computability of {P(f, gbn)}neN Since f is a
Misiurewicz—Thurston rational map, by [BM17, Lemma 18.10], the identity map idz ((C dy) — ((C o)
is a quasisymmetric homeomorphism. Note that (@,0) is a uniformly perfect space. By [Hei(l,
Corollary 11.5], the identity map idg is Holder continuous on bounded sets. Hence, by the compactness

of (@,U), there exist two constants 3 € (0,1] and C' € Q" satisfying that
o(z,y) < Cdy(z,y)? forall z,y € C. (6.3)

Thus, for each n € N, by ¢, € C%*(C,0) and |¢nla,e < Qn, We obtain that ¢, € C%*#(C,d,) and
|¢n\a5 dy < C%pla,e < C*Qyp. Hence, by Proposition [6.8] . {P(f, ®n)}nen is a sequence of uniformly
computable real numbers, i.e., {¢n }nen satisfies property (i) in Theorem [1.1]
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Let S(((AI) = {s;}ien be an effective enumeration of Q(@) We define for all i € N and z € @,
fo(z) =1 and f;(x) = o(z,s;). Denote by D the set of rational linear combinations of finitely many
functions in {H;rL:1 fi; :m € Nand i; € Ny for each integer 1 < j < m}. By the Stone-Weierstrass

theorem, D is dense in C’(@) Since N* is a recursively enumerable set, there exists an enumeration
{¥r}ren of D such that there exists an algorithm that, for each k& € N, on input k, outputs the
following expression of y:

M.t

i = Z Gt H Fisner  Where Iy, myy, i;5; € No and gy € Q for all j, k, t €N, (6.4)

Thus, since { f;}ien, is a sequence of uniformly computable functions, so is the sequence {9y }ren.
Claim. {P(f,¥x)}ren is a sequence of uniformly computable real numbers.
Proof of the claim. By the deﬁniﬁion of the chordal metric o and the function f;, we have f;(z) =
o(x,s;) <2 forall i € Ng and # € C. Thus, since f; € C%! ((C,U) and |f;|1,- = 1 for each i € Ny, we
obtain that for all k, t ¢ N and z, y € C,

Hfij,k,t(x)_ Hfljkt(y) = Z(Hfzpkt H fzqkt fzjkt( )—fz]kt(y))>‘
Jj=1 j=1 j=1 q=j+1
Z(H\ﬁm N s ] i@~ Fin >\>
q=j+1

< 2™ty o ().

By 1| [Vi1,0 < i’;l 2mkt = my 4|qr | for each k € N. Hence, by Definition the function
F: N — R given by F(k) := lk 1 2™kt~ 4 gr.| for each k € N is a computable functlon satisfying

F(k) > |¢k|1,0 for each k € N. Thus7 by (D we have v, € COB((C,dv) and |[Yx|ga, < Clglie <
CF (k) for each k € N. Note that C € Q and F is a computable function. It follows from Proposition[6.8]
that {P(f,¥r)}ken is a sequence of uniformly computable real numbers. This completes the proof of
the claim.

By the above claim, the sequence {¢,}nen satisfies property (i) in Theorem Therefore, by
Theorem {ln }nen is a sequence of uniformly computable measures. O

6.3. Computable expanding Thurston maps. In this subsection, we focus on computable ex-
panding Thurston maps on @, i.e., expanding Thurston maps which are computable functions from
the computable metric space (@, o, S (@)) to itself, and investigate the computability of measures
of maximal entropy for computable expanding Thurston maps with some additional computability
assumptions.

Before the proof of Theorem we establish the following result.

Lemma 6.9. Let (X, p, S) be a computable metric space in which X is recursively compact. Suppose
all balls in (X, p) are connected. Assume that I is a recursively enumerable set and that {U,;}icr is
uniformly lower semi-computable open. Then there exists a recursively enumerable set E C N x I and
a sequence {Vyitmier of uniformly lower semi-computable open sets that are connected such that

Ui = Uniyer; Vai» where By = {(n,i) € E:n € N} for each i € I.

Proof. Without loss of generality, we assume that (J;c; U; # 0. Write S = {s,}nen. Since {U;}ier
is uniformly lower semi-computable open, by Proposition [3.8 there exists a nonempty recursively
enumerable set £ C N x [ such that {s, : (n,i) € E;} = {s,, : n € N} NUj;, where E; = {(n,i) € E :
n € N} for each i € I. We define V},; := B(sn,p(sn, Uf)) for each (n,7) € E. Since all open balls in
(X, p) are connected, V;,; is connected for each (n,i) € E.
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Now we fix ¢ € I and check that U; = U(n,i)eEi Vpi- Indeed, for each (n,i) € Ej, since B(sn, p(sn, Uf))
is connected and s, € U;, we have B(sn, p(sn, Uf)) C U;. By the definition of {Vn,i}(m)eE, this im-
plies that U(m)eE Vn,i € U;. Then we establish U; C U(n,z’)EE@- Vn,i- We consider an arbitrary xg € Uj,
and show that z¢g € V,,; for some ny € N with (ng,i) € E;. Since {s, : n € N} is dense in
X and {sp : (n,i) € E;} = {s, : n € N} NU,, there exists ngp € N with (ng,7) € E; such that
P(Sng, To) < p(:z:o, Ul-c)/2. Thus, we have g € B(sno,p(:no, UZC)/Z) C B(sno,p(xo, Uf) — p(:vo,sno)) C
B(sno,p(sno, UZC)) = Vpo,i- Therefore, we obtain that U; = U(n,i)EEi Vi for each i € 1.

Finally, we show that {Vm}(m)e g is uniformly lower semi-computable open. Indeed, since X is
recursively compact, by Proposition (iii), {UZC}z cr 18 uniformly recursively compact. Note that E is
a nonempty recursively enumerable set. Then by Proposition (iv), the sequence { p(sn, UZ-C) } (nd)eE
is uniformly lower semi-computable. Note that for each pair (n,i) € E, V,; = B(sn, p(sn, Uf)) by
definition. Then by Proposition {Va,i}(n,i)er is uniformly lower semi-computable open.

To prove Theorem |1.4] we need to recall some notions. Let f: C — C be an expanding Thurston
map and C C C be a Jordan curve containing post f. For n € Ny, we define the set of n-tiles as

X"(f,C) == {A: Ais a connected component of C 0}
For n € Ny and v € f7"(post f), we define the closed n-flower of v as

W) = J{X: X e X"(f,C), ve X}.
Proof of Theorem [1.4. Denote by p the unique measure of maximal entropy of f and by ¢q the
constant function which equals 0 on C. Recall that by Proposition (@, o, S (@)) is a computable
metric space in which C is recursively compact. Denote by Per(g) the set of periodic points of a map
g:C—C.

Now we show that there exists k& € N such that f*™(z) = z for all m € N and = € Per(fkm) N
post(f¥™). Indeed, since card(Per(f) N post f) < +oo, there exists k¥ € N such that for all z €
Per(f) Npost f, we have f*(x) = x. Thus, since Per(f") Npost(f™) C Per(f) Npost f for each n € N,
we have f*"(z) =z for all m € N and z € Per(fkm) N post fFm.

Furthermore, by [BM17, Theorem 15.1] we can find m € N such that there exists an f™-invariant
Jordan curve C C S? with post (fkm) = post f C C. We set F':= f*™ and fix such a Jordan curve C.
Then by the previous discussion, we obtain that F(C) C C and all points in Per(F') Npost F' are fixed
points of F.

Claim 1. Ttem (i) in the Assumptions in Subsection holds in the case where (X, p, S) =
(((A:, o, S(@)), X, = ((A:, T, =FY, = C - F~Y(post F), and J,, := deg I - 15 for each n € N.

Proof of Claim 1. Indeed, we have previously shown that ((AJ, o, S (@)) is a computable metric
space. Since f is computable, by Definition {T }nen, with T,, = F for all n € N, is a sequence
of uniformly computable functions. By [BMI17, Lemma 6.5], F is an expanding Thurston map with
post ' = post f. Note that all critical points of f are computable by hypothesis. Then by Defi-
nition all postcritical points of f are computable. Hence, post F' is a finite set of computable
points. Moreover, {J, }nen, with J, = deg F - 15 for all n € N, is a sequence of uniformly computable
functions which are nonnegative and Borel.

We begin by constructing a recursively enumerable set K and a sequence {Yn,k}(n,k)e 1, of uniformly

lower semi-computable open sets, where L = N x K. Now we write S(@) = {si}ien. Since post F’
is a finite set of computable points, by Proposition (1), (ii), and (v), C post F' is a nonempty
lower semi-computable open set. By Proposition there exists a recursively enumerable set I C N
such that Q(((A: N post F' = {s; : i € I}. We define r; := o(s;,post F') > 0 for each ¢ € I. Thus,
by Definition {ri}ier is uniformly computable. Consequently, by Proposition {D;}ier is
uniformly lower semi-computable open, where D; := B(s;,r;) for each i € I. As F is computable,
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{F _I(Di)}i cr 8 also uniformly lower semi-computable. By Lemma @ there exists a recursively
enumerable set K C N x I and a sequence {V} }rcx of uniformly lower semi-computable open sets that
are connected such that (Jyc . Vi = F~Y(D;) for each i € I.

Define V), == Vj, for all n € N and k € K. Then we check that Y, ; is admissible for T;,, and
Yo, € X, for each (n,k) € L. By definitions, it suffices to show that ,cpx Vi = C~ F~Y(post F)
and V}. is admissible for F' for each k €N R

First, we verify that (Jycx Vi = C~ F~!(post F). Indeed, by {s; : i € I} = Q(C) \ post F,
card(post I') < +oc, and the definition of {r;};cs, we obtain that J,.; D; = C . post F. Hence, we
have Uper Vi = Uier Uker, Ve = Uier F=Y(Di) = F7H(Uie; Di) = C~ F~H(post F).

Next, we verify that V} is admissible for F for each k € K. Now we consider an arbitrary k = (n,i) €
K. Since V} is an open set and F': C — C is a Borel-measurable function, by [Ke95, Corollary 15.2],
it suffices to show that F' is injective on Vj. Since F is an expanding Thurston map, by [BMIT7,
Lemma A.11], we obtain that the restriction F\@\F,l(postF): C~ F(post F) — C ~ postF is a
covering map.

Now we demonstrate that the restriction F| F-1(D;) 18 & covering map onto D;. We fix an arbitrary
ro € D;. Since F is a finite map, F~!(xg) is a finite set, say {2, : n € [1,b] N N}. Note that D; C
C ~ post F and D; is path-connected and locally path-connected. Then by [BMI7, Lemma A.6 (ii)],
for each integer 1 < n < b, there exists a continuous map hy,: D; — C - F~Y(post F) such that
hn(z0) = 2, and F o hy, = idp,.

In order to show that for each pair of distinct integers 1 <1 <1’ < b,

hl(Dz) N hl/(Di) =0, (65)
we argue by contradiction and assume that (6.5)) is not true for some pair of distinct integers 1 <
!/

I <l <b. Then there exist z, 2/ € D; with hy(z) = hy(2'). Hence, 2 = F(hy(z)) = F(hy (7)) =
Combined with [BMI17, Lemma A.6 (i)], this implies that h; = hy, which contradicts [ < I’. Thus,
is true for each pair of distinct integers 1 <1 <1’ < b.

Then we show that

U hn(Di) = F1(Dy). (6.6)
n=1
Indeed, since F o h,, = idp, for all integer 1 < n < b and = € D;, we have h,(D;) C F~1(D;) for
each integer 1 < n < b. Hence, it suffices to show that F~(D;) C Uzzl hn(D;). We consider an

arbitrary ' € F~1(D;). Then by [BMI7, Lemma A.6 (ii)], there exists h: D; — C ~ F~(post F) such
that h(F(y')) =y and F o h = idp,. Note that F~!(z¢) = {2z, : n € [1,b] "N} and F(h(xg)) = wo.
Then there exists an integer ng € [1, b] satisfying that hy,(zo) = 2z, = h(xo). Combined with [BMI17,
Lemma A.6 (i)], this implies that h,, = h. Thus, we have ¢y = h(F(y')) C h(D;) = hpn,(D;) C
UZ:1 hn(D;). Hence, we complete the proof of .

Since h,, is continuous for each integer 1 < n < b, by and , we have shown that the
restriction F| F-1(D;) 18 & covering map onto D;.

Recall that D; is an open ball in C. Hence, since C is locally path-connected, all connected compo-
nents of F~1(D;) are always path-connected. Thus, since D; is a simply connected open set, for each
connected component V of F~1(D;), the restriction F|y is a homeomorphism onto D;. Note that V}, is
connected and Vi, € F~1(D;). Then there exists a connected component V of F~1(D;) with V D V.
Thus, F'is injective on Vj.

So far we have shown Claim 1.

We can enumerate Per(F)Npost F as a sequence {y; })¥.; of uniformly computable (mutually distinct)
points, since it is a finite set of computable points.

We now construct a sequence {]B%i}ffil of uniformly lower semi-computable open sets satisfying that

{yi} € B; C Wl(yl) for each integer 1 < ¢ < N. Fix an arbitrary integer 1 < i < N. By [BM17,
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Lemma 5.28 (i)], there exists R; € QT such that B(y;, R;) C w! (yi). Since y; is a computable point,
by Proposition [3.10} B; := B(y;, R;) is a lower semi-computable open set with {y;} C B; C W' (yi)-
Hence, by Definition {B;}Y, is uniformly lower semi-computable open.

Claim 2. Items (ii) to (v) in the Assumptions in Subsection [5.3|hold in the case where (X, p, S) =
(C,0,8(C)), Xp =Cn =C,T5, == F, Y, = C\ F Y post F), ¢, = ¢o, Jn, = deg F - 15, By, :
Per(F) Npost F for each n € N, I :==NN[1,N], H :=N x I, and p,; := y; for each (n,i) € H.

Proof of Claim 2. Now we verify items (ii) to (v) in the Assumptions in Subsection

Item (ii): Since ¢g is a constant function, this assumption holds.

Item (iv): Note that C is recursively compact in (X, p, S) by Proposition . Hence, by defini-
tions, it suffices to show that card(F‘l(post F)) < 400 and & (F, ®o; C -~ F~Y(post F)) N P(X; C -
F~1(post F)) = {po}. By Theorem and [BM17, Corollary 17.3], we have E(F, ¢o) = E(f, o) =
{1o}. Moreover, it follows from [Lil8, Corollary 7.4] that po(F~!(post F)) = po(post F) = 0. Com-
bined with (19.5) in [BM17] and , this implies that & (F, ¢o; C ~ F~1(post F)) = {uo}.

Item (iii): Since F'is an expanding Thurston map, by [BM17, Corollary 17.2], we have hiop(F) =
log(deg F'). Suppose h = ¢g. Then property (i) in Theorem is satisfied in the case where T =
F Y = C - F~Y(post F), J :=deg F - Iz, and ¢ == ¢o. Moreover, since F' is an expanding Thurston
map, we have card(F~'(z) ~ F~!(post F)) = degF for each z € F(@ ~ F~(post F)). Hence,
property (ii) in Theorem is satisfied in the case where T = F,Y = C ~ F ~!(post F), and
J = deg I - 15. This verifies Item (iii) in the Assumptions.

Item (v): Now we demonstrate that Per(F)Npost F is the set of periodic points of F in F~!(post F),
namely, Per(F) N post F = Per(F) N F~!(post F). Indeed, this immediately follows from the property
that F'(z) = z for each x € Per(F)Npost F. Since {y; }ics is uniformly computable, {pn i} (n,iycm, With
Pni = y; for all (n,4) € H, is also uniformly computable. Moreover, by the definition of {y;}¥ |, we
have that {py; : (n,7) € Hy} = {y; : i € I} = Per(F) Npost F'. Therefore, Claim 2 follows.

Claim 3. The additional statement in Theorem is true in the case where (X, p, S) =
((Q o, S((C)), I'=NNI[1,N], H=Nx1I, p, = po, and p,; = y; for each (n,i) € H.

Proof of Claim 3. Recall that {B;} , is uniformly lower semi-computable open and F is a com-
putable function. Define U,, ;1 = B; and Uy, ; 441 = F_l(Um’k)ﬂBi recursively for each n, k£ € N, and
each i € I. Then by Corollary we have {Uy ik} ((n,i)k)exN s uniformly lower semi-computable
open. Recall that y; is a fixed point of F' and y; € B; for each ¢ € I. Then we obtain that y; € Uy, ; i
foralln, k€ N, and ¢ € I.

Next, we set t,;x = (degp(y;)/deg F)*~! for each n, k € N, and each i € I. Then by [Lil7,
Lemma 4.27], degp(y;) < degF for each i € I. Thus, for all n € N and ¢ € I, we obtain that
infren tnix = infren(degp(y;)/ deg F)*¥ = 0. Moreover, since degp(y;)/ deg F € Q for each i € I, we
have that {t, ik} ((n)k)crxn 18 @ sequence of uniformly computable real numbers.

Finally, we consider an arbitrary pair of n € N and ¢ € I and prove that po(Up k) <tk for
each k € N. Recall that y; € post F' and F(y;) = y;. For each m € N, it follows from [BM17,
Lemma 5.28 (ii)] that card (W (y;)) = 2(degp(y;))™. In particular, [BMIT7, Proposition 5.16] implies
that F(Wmﬂ(yl)) — W"(y;) for each m € N. Employing [BMI7, Proposition 17.12] and [Lil8,
Proposition 7.1] (recall that the Jordan curve C is F-invariant), we deduce that pg (Wmﬂ(yi)) =
1o (W (y;))-(degp(y;)/ deg F) for each m € N. Then it follows from the induction that s (Wmﬂ(yl)) =
(degp(y;)/ deg F)™ uo (Wl(yz)) < (degp(yi)/ deg F)™ for each m € N. Since B; C Wl(yi), by the
definition of {Up;k}ken, Unikr C Wk(yz) for each k& € N. Hence, po(Unikr) < ,uo(Wk(yi)) <

(degp(vi)/ deg F)*~! =t 1. for each k € N. Therefore, we have shown Claim 3.
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We are now in a position to complete the proof of Theorem By Claims 1, 2, and 3, it follows
from Theorem that the constant sequence {1, }nen, defined by p, = p for all n € N, is a sequence
of uniformly computable measures. Thus, ug is computable. (I

As concrete applications of Theorem [1.4] we analyze two expanding Thurston maps g; and gs with
periodic critical points. We verify that both maps satisfy the hypotheses of Theorem thereby
establishing the computability of their measures of maximal entropy p; and pg (Corollary .
Crucially, since both maps have periodic critical points, their measure-theoretic entropy functions fail
to be upper semicontinuous (Theorem [6.4)), precluding a direct application of Theorem

Our first example g; is derived from the barycentric subdivision rule as defined in [BM17, Ex-
ample 12.21]. We construct a sphere Sa by gluing two equilateral (Euclidean) triangles along their
boundaries (see Figure . These two triangles serve as O-tiles. Subdividing each 0-tile via bisectors
yields six smaller triangles, producing twelve 1-tiles. Recursively, n-tiles are generated by analogously
subdividing (n — 1)-tiles via bisectors, and are Euclidean triangles. The map g;: Sao — S is defined
as a piecewise linear map on Sa in the following way: the orientation-preserving branched covering
map g; is affine on each 1-tile and maps the 1-tile linearly onto a O-tile in a way such that g; is
continuous on Sa. Then g; has a fixed critical point, and the shared boundary of O-tiles forming a
g1-invariant Jordan curve containing the postcritical set {A, B, C'} of g;. It is not difficult to see that
the diameters of n-tiles decay to zero as n tends to +oo, confirming that ¢g; is an expanding Thurston
map.

A A

B D ;. : c

FIGURE 6.1. An expanding Thurston map from the barycentric subdivision rule.

To further demonstrate the scope of Theorem while illustrating the complexity of expanding
Thurston maps, we construct a more intricate example go. The map g2 acts on the same polyhedral
sphere Sa with the postcritical set {4, B, C}. While ¢g; subdivides each 0-tile into six congruent
smaller triangles, g implements a finer subdivision rule: each O-tile splits into eight triangles following
the structure illustrated in Figure Similarly, the orientation-preserving branched covering map
go: SA — Sp is defined as a piecewise linear map on S that maps each 1-tile onto a O-tile linearly.
The map go also has a fixed critical point. Recursive iteration of this subdivision generates n-tiles
whose diameters decrease to zero as n tends to +o0o, showing that gs is an expanding Thurston map.

Now we apply Theorem to show that their measures of maximal entropy p; and py are com-
putable.

We first define the topology of these two equilateral triangles by embedding them into R%. Let
dy denote the geodesic metric on Sa, and let S(Sa) be an effective enumeration of the set Q(Sa)
of points in SA with rational coordinates. Moreover, all marked points in Figure specifically
A, B,C, D, E, F,G, H, are computable (recall Definition . Since g1 acts as an affine map on
each 1-tile, we may compute ¢;(z) for each point z within a 1-tile by applying the corresponding
matrix transformation. By Definition this ensures that ¢;: S — S2 is computable.
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We next construct a homeomorphism 7: §% — C which satisfies that 7 and 7! are both computable
between computable metric spaces (Sa, da, S(Sa)) and (@, o, S(@)) Here we identify C with the
unit sphere in R3 via stereographic projection, so that the chordal metric o on C is the restriction
of the Euclidean metric in R?. Indeed, we consider the map 7 which maps the equator of Sa (the
shared boundary of the equilateral triangles) to the equator of C. More precisely, 7 maps the points
A, B, C to the three equally spaced points along the equator of C and maps the points H, G to the
south pole and the north pole of @, respectively. For the rest part of Sa, the map 7 can be defined
by subdivision rule. It is not hard to see that 7 and 7! are both computable.

Thus, in the computable metric space (@, o, S(@)), the map §; == T7ogi o7 : C — C is com-
putable and all points in crit g3 = 7(crit g;) are computable. So far we have verified all conditions in
Theorem [1.4] in the case where f := g;. Then by Theorem [I.4] the measure of maximal entropy fi; for
the map g; is computable. Note that p(A) = 1 (7(A)) for each A € B(Sa). Then the computability
of 771 and fi; implies that ;1 is computable.

Similarly, we can verify all conditions in Theorem in the case where f = gs. Therefore, by a
proof that is verbatim the same as the above, except for replacing g1, g1, 1, 11 with go, go, po, fi2, it
follows that uo is computable.

A A

92

¢ B
FiGure 6.2. Expanding Thurston map gs.

Corollary 6.10. For eachi € {1, 2}, the measure of mazimal entropy of the expanding Thurston map
g; 1s computable.
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